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ABSTRACT

A thermodynamic model of a Concentrated Solar Power (CSP) plant for both solar radiation collection 
system and the thermal conversion is presented. The radiation collection process in the CSP is 
performed by a central tower system, which uses a fluidized bed of silicon carbide and air a heat transfer 
system. The energy transfer process in the central tower system is set at a temperature of 650°C for the 
fluidized bed at the exit of the tower and modeled a heat transfer coefficient of 411 . The CSP 
plant uses a hybrid Brayton cycle of supercritical connected to the central tower system, which is 
modeled and validated by an air Brayton cycle that reproduces the behavior of a real plant under design 
conditions. The conversion of heat into work is optimized by maximizing the thermal efficiency and 
minimizing the fuel consumption of the auxiliary support system. The results of the optimization 
process predict an increase in the thermal efficiency of 13.3% and a decrease of 58.8% in the fuel mass 
flow.

1 INTRODUCTION

The use of solar energy for power generation has acquired significant relevance due to its renewable 
nature and potential for reducing carbon emissions. In this sense, in recent decades there has been a 
growing interest in concentrating solar power plants (CSP), especially in solar power towers, where the 
solar radiation captured by a heliostat farm is concentrated in a receiver, which can be a particle receiver.
Inside this solar receiver, a heat transfer fluid is used to increase its temperature to values above 500°C 
[1]. This heat transfer fluid can be integrated into a power system, either a Rankine or Brayton cycle, 
for electric power generation.

The use of a fluidized bed of air and solid particles as heat fluid transfer has been revealed as a promising 
way to improve the energy collection of solar radiation. For this purpose, an effective heat transfer fluid 
inside the particle receiver is key to reaching high temperatures. In this line, Perez-Lopez et al. [2]
experimented with a solar receiver with a dense particle suspension (DPS), where the particles were 
silicon carbide with a volume fraction of 30%. Sixteen tubes were used. The tests were performed 
with a mass flow variation of 660-1760 , and a solar thermal power of 60-142 kW. The results 
showed a DPS outlet temperature of 700°C, as well as a receiver efficiency between 50% and 90%.
Another important advantage of using a dense particulate or fluidized bed solution over other heat 
transfer fluids, such as molten salts, is its operating and maintenance costs. Zhang et al. [3] performed 
an analysis of the efficiency, capital, and operating cost of a concentrating solar tower system using 
DPS as the heat transfer fluid inside the receiver. They employed a 1MW thermal power furnace,
resulting in a convective coefficient of 1100 and 2200 , for a gas velocity of 0.04 to 0.19 .
The levelized cost of electricity (LCOE) could have a decrease between 10% and 20% compared to the 
use of molten salts. This reduction has been ascribed to a decrease in pumping energy, an absence of 
thermal looping, and a reduction in the thermal output of the heliostat array. An important aspect of the 
particle receiver is the modeling of heat transfer. In this regard, Wang et al. [4] developed a model in 
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computational fluid dynamics (CFD) software, using a fluidized bed as the heat transfer fluid. The 
model was performed in 2D, considering the particle velocity and diameter. The results showed that 
these two parameters have a greater influence on heat transfer by convection than by conduction,
determining that particle-fluid convection dominates in heat transfer, whereas particle-particle 
conduction is negligible.

On the other hand, in recent years, supercritical carbon dioxide cycles have attracted great 
interest in their coupling with concentrating solar power plants because they have proven to be more 
compact, safer, and economically more profitable [5], [6]. Another positive aspect of using is that 
its critical pressure is high (7.37 MPa), besides being non-toxic and non-flammable [7]. When 
works at conditions very close to its critical point, it turns very dense, which requires very little 
compression work. By having low compression work and high temperatures within the cycle, higher 
thermodynamic efficiencies are obtained than in a conventional Rankine cycle [8]. For this reason, 
Khatoon and Kim [9] performed an analysis of a Brayton cycle with supercritical carbon dioxide using 
a solar concentrating plant. They performed the analysis with two direct normal radiation, 1700 and 
1300 . Inside the particle receiver, they used molten salts as heat transfer fluid. The results 
show that the best efficiency is achieved with the coupled recompression cycle system. The calculated 
net power is 37.17 and 39.07 MW, with regenerative and recompression cycles, respectively. 
Furthermore, Guelpa and Verda [10], performed an exergoeconomic analysis of a Brayton cycle with 

coupled to a concentrating solar power plant. By combining economic and exergy-economic 
analysis in an energy system, it can be observed where the system experiences the highest 
irreversibilities and malfunctions. The exergoeconomic indicators showed the need for a redesign to 
obtain a better performance in the design parameters of the system.

In this work, an analysis of a hybrid Brayton cycle with is performed. The power system is 
coupled to a concentrating solar power plant, specifically to a central receiver using a fluid of particles
and air as a heat transfer system. The particle receiver is modeled to first understand and reproduce how 
the heat transfer process is carried out. A heat transfer fluid used is a fluidized bed, in particular a
combination of silicon carbide particles and air. The outlet temperature of the particle receiver is set to 
650°C. Then coupled power cycle is optimized to maximize thermal efficiency and minimize fuel mass 
flow. The decision variables of the optimization process will be the inlet temperature and pressure of 
the compression process, the compression ratio, the mass flow of , and the inlet temperature to the 
turbine. NSGA-II algorithm is used to perform this optimization providing optimum values of input 
parameters. Promising results in the optimal regime about increasing the thermal efficiency of the 
energy conversion and reducing fuel mass consumption of the hybrid system are obtained.

2 MODELING

Modeling of the particle receiver system and heat transfer between the heliostat field radiation and the 
fluidized bed presented in this work is based on the works done by Gallo et al. [11] and Córcoles et al.
[12], respectively. On the other hand, the modeling of the power cycle performance is described by
energy and mass balances in each component. The software used to model the system is Mathematica
[13].

2.1 Particle Receiver
A mixture of two fluids, silicon carbide, and air, circulates inside the particle receiver. The calculation 
of the thermodynamic properties of this fluid mixture (fluidized bed) is presented below. Table 1 shows 
some values of the properties of silicon carbide. All thermodynamic properties were evaluated using 
the mean temperature. In Eqs. ( 1)-( 3), the mass flow per unit area of the fluidized bed ( and
specific heat of the fluidized bed , are calculated [11].

( 1)
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( 2)

( 3)

These equations are expressed in terms of the volumetric fraction of particle suspension, ; the gas 
velocity, ; the minimum fluidization velocity, ; and the specific heat of the particle and gas 

, respectively. 

Table 1. Properties of silicon carbide [14]

Property Units Value
Sauter mean diameter ( ) [μm] 63.9

Density ( ) [ ] 3210
Thermal conductivity (at 

500°C)
[W ] 109

Minimum fluidization velocity 
( )

[ ] 5.5

Once the thermodynamic properties are known, the mass flow rate of the fluidized bed can be 
calculated. This flow rate is the sum of the particle and gas mass flow rates, ( , respectively). By 
performing an energy balance inside the particle receiver, these variables can be calculated as seen in 
Eqs. ( 4) and ( 5), where is the thermal power delivered to the receiver by the heliostat field, in 
this work it takes a are calculated considering the heat losses by radiation and 
convection from the tube to the environment. Calculated heat losses is updated. The outlet 
temperature of the particle receiver is set to . This analysis was carried out iteratively 
since the inlet temperature of the particles in the receiver is proposed at the beginning of the 
calculation. The convergence criterion is to analyze the thermodynamic properties of the past iteration 
with the current one, if the difference is less than 0.01 the iterative process ends. This process is shown
in Figure 1.

Figure 1. Iterative process for particle receiver modeling
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( 4)

( 5)

Next, the calculation of the number of tubes necessary to reach the set temperature at the 
receiver outlet is made in Eq. ( 6), where is the internal diameter of the tube.

( 6)

2.1.1 Heat transfer analysis
Developing a model that describes the heat transfer process inside the particle receiver is complex. The
energy transfer process starts with the incidence of solar radiation from the heliostat field on the tubes.
This radiation heats the tube wall and increases its temperature, allowing in turn to heat the fluidized 
bed by convection and conduction, who’s particles gain a higher temperature. This energy transfer 
process can be seen graphically in Figure 2.

Figure 2. Heat transfer process inside the receiver.

This whole process of energy transfer is described through the global coefficient of heat transfer ,
which is shown in Eq ( 7) [11]. This equation is obtained from the analysis of the global coefficient for 
cylindrical coordinates.

( 7)

Where is the active front fraction of the tube, which only considers the part where the solar radiation 
is impacting the tube, as shown in Figure 2. is the thickness of the tube and is the convective 
heat transfer coefficient. This last coefficient is of special interest because it is responsible for modeling 
the energy transfer inside the particle receiver. To obtain the convective coefficient of the fluidized bed, 
the correlations used come from the work developed by Gallo et al. [11]. The way to perform this 
analysis can be empirical or semi-empirical, in this work semi-empirical correlations were used. Eq (
8) shows the computation of the heat transfer coefficient, involving the convective coefficient ( ), 
which only contributes 70% to the total heat transfer coefficient [15]. On the other hand, the radiative 
heat transfer between particles and tube can be evaluated by Eq ( 9), where are the emissivity of 
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the particle and tube, respectively. is the mean bed temperature and is the Stefan Boltzmann 
constant.

( 8)

( 9)

The evaluation of from Eq. (8), needs in turn the evaluation , which can be performed by using 
the semi-empirical relations, Eqs. (10)-(13), proposed in the work of Córcoles et al. [12]. In Eqs ( 10)-
( 11), is the contribution of the gas heat transfer and the one of the particle’s heat transfer. is 
the coefficient of the particle volume fraction at the wall, which depends on the particle volume 
fraction and the cell volume fraction . Finally, refers to the heat transfer contribution 
between gas and particle interaction.

( 10)

( 11)

( 12)

( 13)

In Eqs ( 12)-( 13), is the Reynolds number, is the length of the cell, is the Prandtl number and 
is particle diameter. are coefficients that have values of 0.46, 3.66, 0, and 0.525

respectively. Also, , and are other coefficients whose values are 0.5, 0.33, and 0.75,
respectively. The values of these coefficients were obtained from previous works [16], [17]. The heat 
transfer between the fluid phase and the particle phase is modeled with the fluid-particle heat transfer 
coefficient that is defined in Eq ( 14). Where , and are coefficients that have 
values of 0.37, 0.1, 0 and 0.6, 0.33 respectively. These data fit correctly with experimental 
data [6].

( 14)

2.2 Power block
The past description of the heat transfer process inside the solar collector allows to know the fluidized 
bed outlet temperature. Hence, the Brayton cycle with as a working fluid can be modeled next. 
Figure 3 shows the scheme of the cycle under analysis, each color represents the working fluid used in 
each section. enters the compressor with a temperature , then it is compressed until reaching a 
pressure and a temperature .

The system has a heat recuperator, in which the fluid from the turbine outlet enters at a temperature .
On the other hand, the fluid from the compressor outlet enters this heat recuperator and exits it at a
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temperature. Next, a new heat input from the solar receiver is added. This occurs in heat exchanger
number one (HEX-1), where the fluidized bed of the solar receiver enters the exchanger and transfers 
energy in the form of heat to the , which exits at a temperature . Finally, the energy supply 
through the combustion of natural gas takes place in the heat exchanger number two (HEX-2). The 
working fluid achieves the desired temperature , entering the gas turbine, where an expansion takes 
place, and the turbine produces work.

Figure 3. Schematic of the power cycle coupled to the particle receiver.

2.2.1 Power Cycle Model (Brayton Cycle)

Performing an energy balance at the compressor and gas turbine, the following two equations are 
obtained:

( 15)

( 16)

Where is the mass flow rate of the cycle and is the enthalpy in each thermodynamic state.
Continuing with the analysis, it is the turn of the heat exchangers, whose main function is to transfer 
energy in the form of heat between two fluids. How both the recuperator and the HEX-1 exchanger 
were analyzed are described in Eqs ( 17)-( 18), respectively.

( 17)

( 18)

Where represents the heat transferred from the flow leaving the gas turbine, while represents 
the heat absorbed by the flow leaving the compressor. From this equation the temperature can be 
known. On the other hand, is the heat contributed by the solar receiver. From this analysis the 
temperature can be known. and are the effectivenesses of the heat exchanger: for this work
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values of 0.775 and 0.98 [18] were used, respectively. has a value 0.78. On the other hand, 
combustion is performed before HEX-2, hence a different equation is employed [18]:

( 19)

Where is the combustion efficiency. In this work, natural gas is used. The waste heat of the system
can be calculated using Eq ( 20). This waste heat can be used for processes where an energy supply 

is required, either hot water or a cogeneration cycle. Finally, is the total heat input to the cycle, 
which is defined as the sum of the receiver heat and the combustion chamber heat .

( 20)

3 VALIDATION

3.1 Particle receiver validation
The geometrical and heat transfer data are compared with what is reported in the literature. The work 
of Belmonte et al. [14] was taken as a reference, since in this work they perform the same geometrical 
analysis performed by Gallo et al. [11]. Table 2 shows the relative error ranging from 2% to 11%. This 
maximum relative error of 11% corresponds to the computation of the absorption area, where the error 
propagates resulting in the highest error among the analyzed variables. Nonetheless, the behavior of the 
particle receiver model shows a good agreement.

Table 2. Comparison of present work concerning the literature.

Properties Present work Belmonte et al. [14] Relative error (%)
Convective coefficient 

411 430-750 4.4
Particle mass flow

117.84 121.9 3.3
Number of tubes

[-] 388 396 2.0
Absorption area

127 143 11

3.2 Power cycle validation
For the validation of the power cycle, the TRNSYS 18 software was used [19]. This software is 
employed due to its capacity to perform transient and dynamic analysis, as well as to make connections 
with other programs, such as the EES software [20]. The connection with EES occurs because the 
particle receiver has been programmed also in this language (apart from Mathematica). The database
REFPROP is used for the thermodynamic properties to model the system. The simulation in TRNSYS 
is shown in Figure 4. In the simulation, the working fluid in the power cycle is air. This fluid is selected 
because TRNSYS does not handle the thermodynamic properties of other fluids. Therefore, within the 
model developed in Mathematica, air is also used as the working fluid and the comparison is made. The 
results are presented in Table 3. The comparison in Table 3 shows a low relative error in the 
temperatures. Thermal efficiency predicted by Mathematica code is 7% lower than TRNSYS one. As 
comparing Mathematica-TRNSYS simulations all relative errors are less than 10%, and the power cycle 
model is considered as validated. Thus, developed code can give a good prediction of what happens 
when changing either the working fluid or the input conditions of the system. 
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Figure 4. Simulation in TRNSYS.

Table 3. Comparison of present work with simulation in TRNSYS.

Present work TRNSYS Relative error (%)

Input 
parameters

17.5 17.5 ----
9.9 9.9 ----
0.89 0.89 ----
0.8 0.8 ----

Output 
parameters

337 340 0.88
555 520 6.7
623 615 1.3
10.5 10.5 0.01
5.9 5.8 1.7

0.279 0.3 7

4 MULTI-OBJETIVE OPTIMIZATION

The optimization algorithm used in this work is the elitist second-generation nondominated search 
genetic algorithm (NSGA-II). This algorithm has usually been implemented to optimize multi-objective 
problems because of their essential ability to escape from local optima, their extensibility in the multi-
objective problems, and their ability to incorporate the handling of linear and nonlinear inequality and 
equality constraints in a straightforward way [21]. Any multi-objective optimization problem can be 
represented mathematically as follows:

( 21)

Where is the number of objective functions and X is the vector of decision variables. In this 
work, five decision variables, which are presented in Table 4, and two objective functions are defined:
to maximize thermal efficiency and minimize fuel mass flow. NSGA-II algorithm was based on [22],
which is an improved version of the NSGA algorithm [23], where the authors made an improvement to 
counter the computational complexity that NSGA had. In NSGA-II, the authors proposed to remove a 
shared parameter and replace it with a crowded comparison operator. This operator works as a selection 
guide for the nondominated solutions achieved by this algorithm producing an effective Pareto front.

Particle Receiver-66aWeather type

Type39Type39-2

Compressor

Type65d

Equa

HEX

TG

CP

Combustor

Type65d-2

Type65d-3

Recuperator
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Table 4. Magnitudes of the decision variables.

Variable Lower value Upper value
25 77
7.4 8
15 18

800 1177
2 6.5

In this work, the parameters used for optimization are a population size of 200 individuals, 
SBXCrossover of 95%, Polynomial mutation of and stop criterion of 10,000 
iterations.

5 RESULTS

The NSGA-II algorithm used in this work was run 15 times to have a meaningful sample of the 
presented results. Python software and jMetalPy [24], which is written in its language, were used for 
optimization. Figure 5 shows the Pareto front of the optimization, where the thermal efficiency is 
maximized, and the fuel mass flow is minimized. The thermal efficiency varies from 17% to 40% and 
the mass flow from 0.107 to 0.196 . Since the algorithm is a metaheuristic, all the values reported 
in the Pareto front are optimal, therefore, a point must be chosen depending on the needs and 
characteristics of the problem under analysis. In this case, three points, A, B, and C, were taken. Point 
A is taken since it is the first value yielded by the optimization, point B is an intermediate point, and 
point C is the last point. The three points are compared, as well as with the non-optimized system, as 
shown in Table 5.

Figure 5. Pareto front of optimization.

Table 5 shows that the fuel mass flow decreased in the three optimized points compared to the non-
optimized data: the variation ranges from 41% to 68% decrease. On the other hand, the thermal 
efficiency of the cycle has a better performance, concerning the non-optimized point, in points B and 
C. This increase is 13% and 30%, respectively. The net power generated by the cycle decreases in the 
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three optimized points as well as the residual heat, which can be used for a cogeneration cycle or hot 
water production.

To achieve this increase in thermal efficiency and decrease in fuel mass flow, Table 6 describes the 
values that the decision variables should take. Most of the variables of A, B, and C cases take the upper 
values imposed in Table 4. There is a considerable increase in the temperature until the upper limit
or lower of the allowed range (see Table 4). This happens because of the supercritical cycle, which 
needs at least a temperature of 31.5 °C and a pressure of 7.38MPa. In case these conditions are not 
fulfilled, the working fluid could be a two-phase mixture. On the other hand, it is appreciated that the 
mass flow of decreased equally until the lower value of the allowed range (see Table 4) in the three 
optimized points. With respect to the temperature , the inlet temperature of the gas turbine, there is a 
decrease in the A and B optimized points concerning the non-optimized one. This plays an important 
role in the reduction of fuel burning since a lower energy input is required to obtain these temperatures. 
Finally, an increment in the compression ratio, , can be observed for points B and C, which translates 
into a greater difference in pressure and enthalpies.

Table 5. Comparison of optimized and non-optimized results.

Non-optimized A B C

5.52 1.36 3.2 4.7

0.3 0.17 0.34 0.39

0.3394 0.1077 0.1396 0.1969

18.3 7.86 9.3 11.9

10.25 5.17 5.17 5.17

5.97 1.8 4.7 6.2

0.446 0.446 1.53 1.53

Table 6. Decision variables of non-optimized and optimized points.

Non-optimized A B C
25 77 77 77

7.46 7.4 7.4 7.4
17.9 15 15 15
1149 800 852 1177
4.5 2 6.5 6.5

6 CONCLUSIONS

The modeling and analysis of a solar-driven particle receiver system coupled with a supercritical carbon 
dioxide ( ) Brayton cycle is shown in this work. The particle receiver system requires the complex 
modeling of fluidized bed, thermodynamic properties, and heat transfer processes. Further, the power 
cycle model was described, including the compressor, gas turbine, and various heat exchangers. The 
particle receiver and the power cycle models were validated using Mathematica and TRNSYS 18 
software, respectively. The results showed good agreement with the literature data, indicating the 
accuracy of the developed models. A multi-objective optimization was subsequently performed with 
the NSGA-II algorithm, which was used to maximize the thermal efficiency and minimize the fuel mass 
flow. The resulting Pareto front showed the trade-off between thermal efficiency and fuel mass flow.
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Results from the optimization showed a significant decrease in fuel mass flow and a considerable 
improvement in thermal efficiency. Point B exhibits a 58.8% decrease in mass flow consumption 
compared to the non-optimized point. On the other hand, its thermal efficiency has increased by 13.3%. 
Point A, from the energetic point of view, is the worst performer. Point C has a 41.9% decrease in fuel 
mass flow with respect to the non-optimized point and a 30% increase in thermal efficiency. Therefore, 
the best points are points B and C. Another important aspect is the net power, all the optimized points 
suffer a decrease in power with respect to the non-optimized point. Point C has the highest net power 
with respect to the optimized points. This means that this point has more advantages over the others.
Finally, concentrating solar power systems coupled to a power cycle offer a great advantage in 
producing electrical energy. On the other hand, metaheuristic optimization techniques show a good 
performance when applied to this type of system. The results show optimized operating points for a 
better performance of the power system.

NOMENCLATURE

T Temperature (°C) k Thermal conductivity (W/mK)
P Pressure (MPa) Density (kg/ )

Heat transfer rate (MW)
Work (MW) 
Mass flow rate ( )

Subscript
DPS Dense Particle Suspension t Tube
f Fuel p Particle
LHV Low Heating Value g gas
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