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revolutionized various fields, including computer vision, natural language processing, and creative arts.
This tutorial aims to provide participants with a brief understanding of generative AI techniques, their
applications, and how it would affect post-secondary education. Whether you are a student, researcher,
educator, or professional seeking to explore the fascinating realm of AI creativity, this tutorial will equip
you with the knowledge and skills to embark on your generative AI journey.

Sunday, September 24 19:00 - 21:00 (America/Regina)

R1: Reception

Room: Verdi Ballroom

Monday, September 25

Monday, September 25 8:00 - 17:00 (America/Regina)

R2: Registration

Monday, September 25 8:45 - 9:00 (America/Regina)

OC: Opening Ceremony

Raman Paranjape, Rob Anderson
Room: Umbria

Monday, September 25 9:00 - 9:45 (America/Regina)

K1: Keynote Speaker 1

Dr. Elizabeth Cannon
Room: Umbria

Monday, September 25 9:45 - 10:15 (America/Regina)

B1: Morning Break

Monday, September 25 10:15 - 11:55 (America/Regina)

MM1: Machine Learning 1

Room: Umbria
Chair: Jason Gu (Dalhousie University, Canada)
10:15 Subtractor-Based CNN Inference Accelerator

Victor Gao, Issam Hammad, Kamal El-Sankary and Jason Gu (Dalhousie University, Canada)

This paper presents a novel method to boost the performance of CNN inference accelerators by
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utilizing subtractors. The proposed CNN preprocessing accelerator relies on sorting, grouping, and
rounding the weights in order to create combinations that allow for the replacement of one
multiplication operation and addition operation by a single subtraction operation when applying
convolution during inference. Given the high cost of multiplication in terms of power and area,
replacing it with subtraction allows for a performance boost by reducing the power and area. The
proposed method allows for controlling the tradeoff between the performance gains and the
accuracy loss through increasing or decreasing the usage of subtractors. Using a rounding size of
0.05 and by utilizing LeNet-5 with the MNIST dataset, the proposed design can achieve 32.03%
power savings and a 24.59% reduction in the area at the cost of only 0.1% in terms of accuracy loss.

pp. 1-4

10:35 On the Performance of Legendre State-Space Models in Short-Term Time Series

Forecasting

Jiuqi Elise Zhang, DI WU and Benoit Boulet (McGill University, Canada)

State-space models (SSMs) are a class of fundamental models in control theory. SSMs are well-
known for their concise mathematical representations and capability of capturing the evolving
dynamics of systems. They have also proven useful in time series modeling. Recent studies suggest
that SSMs are able to conceptually generalize to classic machine learning models (CNNs, RNNs
and RNN-variants) as well as provide theoretical justification for the design of novel sequence
models. In this work, we investigate one type of SSM, the Legendre Memory Unit (LMU) and
LMU's parallelized variant (LMUFFT), and propose a stacking strategy leveraging the LMUFFT
backbone and a Deep Adaptive Input Normalization (DAIN) scheme. Model performance is
evaluated using short-term time series forecasting tasks formulated from real-world data. The
proposed structure outperforms the traditional machine learning models in efficiency and prediction
capability. Our results also suggest that this family of state-space models has potential in the realm
of machine learning research. By shedding light on the benefits of SSMs in short-term time series
forecasting, we hope to pique the interest of machine learning researchers in the use of SSMs and
inspire further investigation into novel model designs based on these models.

pp. 5-11

10:55 Quality Prediction and Prioritizing the Modelled Protein Structures Using TOPSIS and

Regression Methods

Tarandeep Singh Aulakh and Haryali Dhillon (Khalsa College Amritsar, India)

Protein physicochemical properties always lead to regulate the protein structure quality; hence it
has been precisely used to differentiate native or native like structure from the pool of decoy of
modelled protein structures. In this work, firstly we evaluated the TOPSIS score and then we
explored 15 machine learning methods with 4 qualitative parameters i.e. Global Distance Test Total
Score (GDT_TS), Root-mean-square deviation for the entire target structure (RMS_CA), Template
Modelling Score (TMscore), and Z-Score[D] to predict the rank of different modelled protein
structures in the absence of its native protein structure. In related work, protein structure prediction
center used only one parameter i.e. GDT_TS Score to determine the ranking of different modelled
protein structures but in this work 4 parameters are used to rank these modelled protein structures.
This research work largely focuses on predicting the quality of modelled protein structures, where
it's true native structure is missing. There are total of 2400 modelled protein structures are collected
from CASP-13 and CASP-14. TOPSIS method is used to evaluate the TOPSIS score, which further
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used to predict the rank of modelled protein structures using various machine learning methods.
Through the comprehensive experiments, it is establish that randomForest method surpass among
other machine learning methods. This task makes the prediction economical and faster. The
performance outcomes of rf method illustrates the prediction of rank on Correlation is 1; R² is 1;
RMSE is 19.56; and Accuracy is 95.84% (with ±0.1 err) on the testing dataset.

pp. 12-18

11:15 An Investigation of Latency-Accuracy Trade-Off in Inter-Frame Video Prediction Using

Quantized CNNs

Tharuki R De Silva and Pradeepa Yahampath (University of Manitoba, Canada)

Real-time video streaming has become the largest portion of internet traffic in recent years.
Therefore, improving the efficiency of video coding remains an important research issue. Modern
video codecs perform inter-frame prediction by motion estimation. However, inter-frame prediction
is one of the most computationally expensive and time-consuming operations in video coding.
Convolutional neural networks (CNN) have been used in recent research for inter-frame prediction
tasks. The CNN architectures in previous work use floating point arithmetic whereas motion
estimation in video codecs only use integer arithmetic. Thus, inter-frame prediction using CNNs
instead of motion estimation may not always result in a better time complexity. Floating point
CNNs can be quantized into integer CNNs. Integer CNNs can reduce the network latency but can
also result in a loss of prediction accuracy. In this paper, we investigate the latency vs accuracy
trade-off of quantized CNNs in inter-frame bi-prediction. We present experimental results which
demonstrate that the integer CNN is at least 5% faster than the floating point CNN, while the
prediction quality degradation of the integer CNN is no more than 0.6 dB in PSNR.

pp. 19-24

MM2: Power 1

Room: Campania A
Chair: Brian Berscheid (University of Saskatchewan, Canada)
10:15 A Hour-Ahead Wind Speed Forecasting Using One-Dimensional Convolutional Neural

Network

Mohammadhossein Nazemi, Shaikat Chowdhury, Alimul H Khan and Xiaodong Liang (University
of Saskatchewan, Canada)

With increasing penetration of wind power, accurately predicting wind speeds are essential for
planning and operation of power grids. In this paper, a short-term deep learning-based wind speed
forecasting approach is proposed using one-dimensional convolutional neural network (1D CNN),
in which 1D CNN aggregates the weather information of the last hour to predict a hour-ahead wind
speed accurately. The input feature selection, data preprocessing, and model evaluation are
discussed in this paper. Wind speed at a specific time can be predicted in less than a few
milliseconds using the proposed approach along with the meteorological data measured an hour
earlier. Three years historical wind speed data from 2020 to 2022 measured in Saskatoon
International Airport, Saskatoon, Saskatchewan, Canada are used in this study. Experimental results
verify that this 1D CNN-based wind speed forecasting technique provides accurate wind speed
prediction. It can contribute to sustainable energy development in Saskatchewan and beyond.
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pp. 25-30

10:35 Data-Driven Approaches for Distribution Transformer Health Monitoring: A Review

Aman Samson Mogos and Xiaodong Liang (University of Saskatchewan, Canada); Chi Yung
Chung (The Hong Kong Polytechnic University, China)

Distribution transformers are the key components in distribution systems to maintain reliability of
the system operation and reduce power outages. In this paper, a literature review is conducted on
data-driven methods of the distribution transformer health monitoring by classifying the research
streams and emphasizing advancements in machine learning, artificial intelligence and hybrid
approaches in this area. The significance of data-driven methods is highlighted, demonstrating their
ability to overcome traditional analytic limitations by providing real-time monitoring, prediction,
and adaptability. As the distribution system continues to expand due to the increasing penetration of
distributed energy resources (DERs) and electric vehicles (EVs), data-driven techniques emerge as
a dependable and adaptable option for the effective transformer health monitoring.

Presenter bio: AMAN SAMSON MOGOS was born in Wejeba, Eritrea. He received the B.Sc.
degree in electrical and electronics engineering from the Eritrea Institute of Technology, Mainefhi,
Eritrea, in 2013, the M.Sc. degree in electrical engineering from the Polytechnic University of
Milan (Politecnico di Milano), Milan, Italy, in 2020, and the M.B.A. degree from Unicaf
University/South Wales University (Online), Larnaca, Cyprus, in 2020. He is currently pursuing the
Ph.D. degree in electrical engineering, focusing on power systems, with the University of
Saskatchewan, Saskatoon, SK, Canada. From 2013 to 2018, he worked as a Power Systems
Engineer with the Eritrean Electric Corporation, Asmara, Eritrea. From 2018 to 2020, he was a
Project Engineer with FRIEM S.p.A, Milan, Italy. Currently he is working as a research engineer
with the Saskatchewan Research Council (SRC), Saskatoon, Canada. His research interests include
power systems operation, application of artificial intelligence (AI) in power systems, distribution
grid modernization, and renewable energy integration.
pp. 31-36

10:55 A Soft-Switched Step-Up Non-Isolated Zeta-Flyback Converter for Solar PV Applications

Alireza Asadi, Omid Mohammadpour and Xiaodong Liang (University of Saskatchewan, Canada)

In this paper, a new configuration of a non-isolated zeta-flyback converter is proposed. A zeta
converter can reduce output current and voltage ripples, and by interleaving a flyback converter
with it, the proposed converter is an excellent choice for interfacing solar photovoltaics (PV)
panels, fuel cells and ultra-capacitors due to its high gain, high efficiency and low costs. The
flyback section of the converter, including a transformer, increases the output voltage gain and
forms a step-up converter. However, the switch used in this converter experiences high voltage and
high current stress during switching operations, resulting in a lower system efficiency. To increase
the converter's efficiency and achieve zero switching losses, a soft switching method is utilized for
the zeta-flyback converter based on a resonance structure with an auxiliary switch and a diode. The
performance of the designed converter is validated by simulation using the software, Power Sim.

pp. 37-42

11:15 Frequency Control Techniques for Solar PV Systems: A Review

Mohammadhossein Nazemi and Xiaodong Liang (University of Saskatchewan, Canada)

Increasing integration of renewable energy sources, such as Solar photovoltaic (PV) systems, has
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introduced significant challenges in planning and operation of electric power grids. Frequency
control is an essential technique for renewable energy sources through their interfacing inverters to
the grid. More PV systems connected to a power system will reduce the system's inertia due to their
interfacing power electronic inverters, and may cause the frequency instability issue in the system.
In this paper, advanced frequency control techniques with and without auxiliary devices are
reviewed. Battery, flywheel, superconducting storage devices, and static synchronous compensators
(STATCOM) are several auxiliary devices reviewed in the paper. Inertia emulation, de-loading, and
grid-forming are frequency control techniques without auxiliary devices. Their benefits and
drawbacks are highlighted. The future research directions in frequency control are also
recommended.

pp. 43-48

11:35 Impact of Plug-In Electric Vehicle Charging and Roof-Top PVs on Distribution Transformer

Health: A Case Study in Saskatoon, Canada

Aman Samson Mogos and Xiaodong Liang (University of Saskatchewan, Canada); Chi Yung
Chung (The Hong Kong Polytechnic University, China)

As the adoption of plug-in electric vehicles (PEVs) and rooftop photovoltaic (PV) systems
continues to rise, understanding their combined impact on the health of distribution transformers
becomes increasingly vital to ensure grid stability and longevity. In this paper, such combined
impacts are investigated through a case study in Saskatoon, Canada. Using OpenDSS and
MATLAB simulation, various PEV penetration levels and PV generation capacities are explored.
Transformer heating dues to ambient temperature and loading is considered. The results show that
the increased PEV adoption exacerbates the transformer stress, while the PV integration mitigates
these effects, especially during summer, which highlights the need to encourage the rooftop PV
adoption to balance the PEV charging demand on transformers. This paper offers valuable insights
for electric utilities and policymakers to manage the grid infrastructure and promote sustainable
energy practices.

Presenter bio: AMAN SAMSON MOGOS was born in Wejeba, Eritrea. He received the B.Sc.
degree in electrical and electronics engineering from the Eritrea Institute of Technology, Mainefhi,
Eritrea, in 2013, the M.Sc. degree in electrical engineering from the Polytechnic University of
Milan (Politecnico di Milano), Milan, Italy, in 2020, and the M.B.A. degree from Unicaf
University/South Wales University (Online), Larnaca, Cyprus, in 2020. He is currently pursuing the
Ph.D. degree in electrical engineering, focusing on power systems, with the University of
Saskatchewan, Saskatoon, SK, Canada. From 2013 to 2018, he worked as a Power Systems
Engineer with the Eritrean Electric Corporation, Asmara, Eritrea. From 2018 to 2020, he was a
Project Engineer with FRIEM S.p.A, Milan, Italy. Currently he is working as a research engineer
with the Saskatchewan Research Council (SRC), Saskatoon, Canada. His research interests include
power systems operation, application of artificial intelligence (AI) in power systems, distribution
grid modernization, and renewable energy integration.
pp. 49-54

MM3: Vision 1

Room: Campania B
Chair: Michal Aibin (British Columbia Institute of Technology, Canada & Northeastern University,
USA)
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10:15 AI-Based General Visual Inspection of Aircrafts Based on YOLOv5

John David Maunder, Jiesi Zhang, Jianming Lu, Tianyi Chen and Zach Hindley (Northeastern
University, Canada); Eric Saczuk (British Columbia Institute of Technology, Canada); Michal
Aibin (British Columbia Institute of Technology, Canada & Northeastern University, USA)

Safety is the cornerstone on which the commercial airline industry is built. However, maintaining
an aircraft is expensive, and a traditional inspection takes a long time and is prone to mistakes. The
time required for general visual inspections of aircraft can be drastically reduced by using deep
learning and remotely piloted aircraft systems (RPAS). Deep learning techniques can be used in
aircraft maintenance thanks to the availability of Graphic Processing Units. In our proof of concept
study, we use YOLOv5 to build a model that uses high-quality data to find five different aircraft
flaws.

pp. 55-59

10:35 Dual-Modality Deep Feature-Based Anomaly Detection for Video Surveillance

Parth Lalitkumar Bhatt, Dhruva Shah and Chrstopher R. N. Silver (Lakehead University, Canada);
Wandong Zhang (Western University, Canada); Thangarajah Akilan (Lakehead University,
Canada)

Detecting anomalies in videos is not only crucial but also an intriguing task in surveillance systems.
It is a sequential modeling problem in nature that requires careful selection of spatial and temporal
dependent patterns from a sequence of frames. There are several research works from traditional
approaches to modern deep learning-based techniques introduced to address this problem.
However, there is a huge demand for research and development to ameliorate the performance of
the existing solutions. In response to that, this study proposes an improved video anomaly detection
model using deep features extracted from a dual-modality input representation. The proposed model
demonstrates effectiveness in the benchmark-UCF crime dataset by achieving the best AUC of
87.52%, which is ≈ 12.3% improvement compared to a baseline. The application aspect of this
work includes strengthening the security measures in common places, viz. airports, banks, public
transits, schools, and shopping complexes by detecting aberrational or suspicious activities in
surveillance videos.

pp. 60-64

10:55 Monitoring Wheat Midge Populations Using CNNs on White Sticky Cards of Pheromone

Traps in Field Settings

Ikenna Nwoko, Muhib Ullah and Abdul Bais (University of Regina, Canada); Shaun Sharpe and
Tyler Wist (Agriculture and Agri-Food Canada, Canada)

One of the most common insects that attack wheat crops in North America is the orange wheat
blossom midge (WMs) Sitodiplosis mosellana (Diptera: Cecidomyiidae). WMs larvae cause
significant feeding damage to wheat kernels, decreasing yield/productivity. To determine when
WM adults emerge and to help determine population size and threat level, manual counts of male
WM attracted to pheromone-baited sticky traps can be used. This method is labour-intensive due to
the often large numbers of WM males stuck to traps (1500-3000), which can take around one hour
to count properly. If multiple traps per field are used, the time to count is magnified. A machine
vision system that monitors the traps with high frequency (48 times a day) is more convenient
because it can continuously collect and analyze large amounts of data quickly and accurately. This
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research utilizes a state-of-the-art object detection network, You Only Look Once version 8
(YOLOv8), to detect and count WMs in the images taken from white sticky cards under natural
field settings. It achieves a mean average precision (mAP at 0.5 IoU) of 87.11% and mAP at
0.5-0.95 IoU of 43.55% in detecting WMs with 98.7% precision and 99.03% recall values. These
results represent an improvement over the performance of the previously top-performing object
detection model, YOLOv5, which achieved mAP at IoU 0.5 of 77.37%, mAP at IoU 0.5-0.95 of
41.07%, a precision of 86.07%, and a recall value of 88.46%.

pp. 65-70

11:15 A Novel Approach for Fall Detection Using Thermal Imaging and a Stacking Ensemble of

Autoencoder and 3D-CNN Models

Chrstopher R. N. Silver and Thangarajah Akilan (Lakehead University, Canada)

Falls are a significant cause of injury and mortality, particularly among the elderly population.
Early detection of falls is crucial to mitigate their impact. Thermal imaging is a promising
technology for detecting falls as it is non-invasive and operates in low-light conditions. However,
accurately detecting falls in thermal images remains challenging due to the low resolution and lack
of color information in these images. This paper proposes a novel approach for improving fall
detection in thermal image data using a stacking ensemble of Autoencoder (AE) and 3-D
Convolutional Neural Network (3D-CNN) models fed into a meta-neural network which is trained
to detect falls and non-falls. The effectiveness of the proposed system is demonstrated through
ablation studies on the publicly available benchmark dataset "Thermal Simulated Fall" and achieves
an accuracy of 83%. Comparative analysis shows that the proposed solution outperforms an AE-
based baseline by 9.2% in fall detection performance. The combination of autoencoders and 3D-
CNNs allows us to harness the power of both supervised and unsupervised learning methodologies,
whilst mitigating the limitations and biases of each individual model, offering a promising solution
for accurate and efficient fall detection in thermal images.

pp. 71-76

MM4: Bioengineering 1

Room: Sorrento
Chair: Trevor Douglas (University of Regina, Canada)
10:15 Investigating Multimodal Sensor Features Importance to Detect Agitation in People with

Dementia

Abeer Badawi and Khalid Elgazzar (Ontario Tech University, Canada); Bing Ye (IATSL
Laboratory, Toronto Rehabilitation Institute, Canada); Kristine Newman (Toronto Metropolitan
University, Canada); Alex Mihailidis, Andrea Iaboni and Shehroz S. Khan (University of Toronto,
Canada)

Neuropsychiatric Symptoms (NPS) are often manifested in People Living with Dementia (PwD),
with agitation being one of the most common symptoms. Agitated behavior in PwD causes distress
and raises the risk of injury to patients and caregivers. Therefore, detecting agitation events is
essential for the safety of PwD and the people around them. AI-powered tools can monitor agitation
behavior, alert care providers to instances of agitation, and help them respond quickly and
effectively to improve the quality of life for PwD. Furthermore, research shows that selecting the
proper set of features significantly affects the outcomes of a machine learning model and
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performance. This work investigates using a new set of features with various machine learning
models to detect individual patterns of NPS. These features are extracted from sensor data collected
by multi-modal wearable devices from 17 PwDs admitted to a specialized Dementia Unit in
Canada. Several machine learning models are trained using these features, and our findings show
that Extra Trees achieves higher performance with the new feature set compared to the state-of-the-
art feature set known to date. Performance evaluation shows that the new models successfully
classified behavioral symptoms from personalized models with a median AUC of 0.941.

pp. 77-82

10:35 Investigation of Cavitation Detector for Sonothrombolysis

Sergio S Furuie, Wilton Ruas da Silva, Vitoria S Souza and Patricia A S Guenkawa (Universidade
de São Paulo, Brazil)

Most deaths from acute myocardial infarction occur outside the hospital environment. A recent
proposal called cardiac sonothrombolysis with microbubbles has the potential to promote
significant improvements in patient care. However, it is essential that the main phenomenon -
cavitation of microbubbles - be controlled to avoid harm to the patient. The objective of our work
was to investigate the detection of cavitation in sonothrombolysis in order to allow control of
pressure intensities, aiming at creating safer equipment for the patient. Sources of stable and inertial
cavitation were simulated, and their waves were propagated through a medium. The signals were
received by an 8x8 matrix of ultrasound transducers which were designed for emission and
reception. The acoustic source was estimated by coherent summation using a delay-and-sum
approach. Signal-to-noise ratio (SNR) in the frequency domain of the source signal were analyzed
in characteristic bands. Mean effective SNRs in each band, after discounting effects from nearby
bands, were used for cavitation detection. Using narrowband receivers, the area (AUC) under the
receiver operating characteristic (ROC) curve for threshold SNR was as high as 0.94 for stable
cavitation detection and 0.91 for inertial cavitation; using broadband receivers instead, these figures
increased respectively to 0.95 and 0.99. The obtained sensitivity and specificity were in the range of
0.77 to 0.96. We conclude that it is possible to discriminate cavitation types with a single transducer
set, or alternatively with broadband receivers.

pp. 83-87

10:55 Connected ResU-Net: A Deep Learning Model for Segmentation of Breast Cancer

Ultrasound Images

Oisharya Dhar and Kin Choong Yow (University of Regina, Canada)

With Artificial Intelligence (AI)'s advancement in computer vision, AI-aided medical system has
become a must, such as for breast cancerous mass detection. Moreover, to fight against this kind of
deadly disease, detection in the early stage plays a vital role. A deep learning model can be trained
to detect cancerous mass without wasting time. There is widespread agreement that efficient deep
network training necessitates thousands of annotated training examples. With this concern, we
experimented with the different deep learning models based on U-Net: traditional U-Net, ResU-Net,
and Connected U-Net to compare and differentiate between the models for detecting breast
cancerous tissue. By analyzing different U-Net variants, a novel U-Net architecture is developed,
namely Connected ResU-Net, by combining the algorithm of ResU-Net and Connected U-Net
algorithms. With this arrangement, the model is trained for 50 epochs, and to measure the accuracy,
the Mean IOU (intersection over union) metric is used, which gives a Mean IOU of 72.50% for the
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training and 63.10% for the testing dataset.

pp. 88-93

11:15 Penetration Depth Quantification of Open-Ended Coaxial Probes for Dielectric

Spectroscopy of Layered Media

Hossein Asilian Bidgoli (Carleton University, Canada); Nicola Schieda (University of Ottawa,
Canada); Carlos Rossa (Carleton University, Canada)

Dielectric spectroscopy using open-ended coaxial probe measures the complex permittivity of a
medium as a function of frequency by applying an electromagnetic field (EF) and observing the
energy reflected back. In heterogeneous tissue, a critical parameter that defines the measurement
accuracy is the penetration depth (PD) of the EF in the tissue. This paper evaluates the effect of
tissue and probe parameters on the PD under different simulation conditions considering an open-
ended coaxial probe inserted into a 2-layered tissue in 54,000 simulations. A model for extracting
the permittivity from the reflection coefficient is also described. The results show for the first time
that the PD increases as the difference in permittivity between the layers increases, and that the PD
decreases with the excitation frequency but increases with the diameter of the probe. These findings
can greatly aid in quantifying the sensitivity of biological tissue classification using dielectric
spectroscopy.

pp. 94-98

11:35 Categorization of Speech Frequency Following Response to English Vowels

Ruichen Zuo, Xingzhong Zhang and Jiying Zhao (University of Ottawa, Canada)

This paper investigates the categorization of speech Frequency Following Response (sFFR) evoked
by the five English vowels using machine learning models. As part of the control system of the
brain-controlled hearing aid, the models based on Convolution Neural Networks (CNNs) are used
to extract spectrum features from sFFR signals to classify vowels. The highest average accuracy
reaches 80.00% for CNN with loose recurrent connections. In addition, we tested the performance
of models when there is different additive noise to the input sFFR signals and found that the loose
recurrent connections help the CNN model to obtain stronger robustness. We also use motif
topology to analyze the content features of the lateral connection network after training. At last, we
compared our work with previous research. The results of this work show the potential of machine
learning models for the categorization of sFFR signals applied to brain-controlled hearing aids,
especially in the presence of noise.

pp. 99-104

Monday, September 25 12:15 - 13:15 (America/Regina)

L1: Lunch

Room: Umbria
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Monday, September 25 13:15 - 14:55 (America/Regina)

MA1: Machine Learning 2

Room: Umbria
Chair: Gautam Srivastava (Brandon University & China Medical University, Canada)
13:15 Multimodal Deep Learning Model for Subject-Independent EEG-Based Emotion

Recognition

Shyamal Yogeshchandra Dharia (The University of Winnipeg, Canada); Camilo E. Valderrama
(University of Winnipeg, Canada); Sergio G. Camorlinga (The University of Winnipeg, Canada)

Regulating emotion is crucial for maintaining well-being and social relationships. However, as we
age, the volume of the frontal lobes is reduced, which can cause difficulties in regulating emotions.
Electroencephalography (EEG)-based emotion recognition has the potential to understand the
complexity of human emotions and the atrophy of the frontal lobes that leads to cognitive
impairment. In this study, we investigated a multimodal deep learning approach for subject-
independent emotion recognition using EEG and eye movement data. To that end, we proposed an
attention mechanism layer to fuse features extracted from the EEG and eye movement data. We
tested our approach in two benchmarking emotion recognition datasets: SEED-IV and SEED-V.
Our approach achieved an average accuracy of 67.3% and 72.3% for SEED-IV and SEED-V,
respectively. Our results demonstrate the potential of multimodal deep learning models for subject-
independent emotion recognition using EEG and eye movement data, which can have important
implications for assessing emotional regulation in clinical and research settings.

pp. 105-110

13:35 Single Channel Speech Enhancement Using U-Net Spiking Neural Networks

Abir Riahi and Eric Plourde (Université de Sherbrooke, Canada)

Speech enhancement (SE) is crucial for reliable communication devices or robust speech
recognition systems. Although conventional artificial neural networks (ANN) have demonstrated
remarkable performance in SE, they require significant computational power, along with high
energy costs. In this paper, we propose a novel approach to SE using a spiking neural network
(SNN) based on a U-Net architecture. SNNs are suitable for processing data with a temporal
dimension, such as speech, and are known for their energy-efficient implementation on
neuromorphic hardware. As such, SNNs are thus interesting candidates for real-time applications on
devices with limited resources. The primary objective of the current work is to develop an SNN-
based model with comparable performance to a state-of-the-art ANN model for SE. We train a deep
SNN using surrogate-gradient-based optimization and evaluate its performance using perceptual
objective tests under different signal-to-noise ratios and real-world noise conditions. Our results
demonstrate that the proposed energy-efficient SNN model outperforms the Intel Neuromorphic
Deep Noise Suppression Challenge (Intel N-DNS Challenge) baseline solution. Furthermore, the
SNN model achieves acceptable performance when compared to an equivalent ANN model while
consuming only 53.97× less compute energy.

pp. 111-116

13:55 Estimating Post-Synthesis Area, Delay, and Leakage Power of Standard Cell Based FPGA

14



Tiles

Mousa Al-Qawasmi (Toronto Metropolitan University, Canada); Andy Ye (Ryerson University,
Canada)

The area, timing, and power characteristics of an FPGA tile are important metrics that should be
measured accurately in order to accurately measure the performance of a chosen FPGA
architecture. This work investigates the accuracy of classical statistical and machine learning
models in predicting the post-synthesis cell count, cell area, net area, total area, worst-case delay
and leakage power of 7 nm FinFET standard cell based FPGA tiles. We find that the prior
mentioned metrics can be predicted with a maximum percentage deviation of less than 11%.

pp. 117-123

14:15 Evaluating the Benefits of Asymmetry Features for Emotion Recognition

Camilo E. Valderrama and Fatima Islam Mouri (University of Winnipeg, Canada); Sergio G.
Camorlinga (The University of Winnipeg, Canada)

Emotion recognition is a topic of interest in Affective Computing (AC). While deep learning
architectures have gained popularity for classification tasks, their reliance on large datasets limits
their applicability when data availability is scarce. An alternative approach is feature engineering,
which involves extracting relevant features to train supervised machine learning models.
Neuroscientific theories on emotion processing, such as the lateralization theory, have motivated
the introduction of asymmetry features for emotion prediction. However, none of these studies have
statistically evaluated whether including asymmetrical features could reduce classification error or
computational time. To address that direction, the current work compared two approaches for
emotion recognition. The first approach used features extracted from individual EEG channels,
while the second used asymmetry features calculated by matching pairs of EEG nodes. The two
approaches were compared in terms of performance and fitted computational time. The comparison
indicated that the performances of both approaches were not statistically significant. Notably, the
asymmetry approach required less computational time for the training stage. This finding implies
that incorporating asymmetry features in emotion recognition models is viable when computational
resources are limited, without significantly compromising performance.

pp. 124-129

14:35 Firefly Optimized Federated SVM Model for Breast Cancer Prediction

Supriya Y (Vellore Institute of Technology, India); Chemmalar Selvi Govardanan, Assistant
(Vellore Institute of Technology India, India); Gokul Yenduri (VIT University & Vellore Institute
of Technology, India); Gautam Srivastava (Brandon University & China Medical University,
Canada); Thippa Reddy Gadekallu (Vellore Institute of Technology, India)

Cancer is a leading cause of morbidity and mortality worldwide, with an estimation of 10 million
deaths attributed to cancer each year. Among various types of cancer, Breast cancer is the most
common cancer diagnosed among women, accounting for approximately 30% of all new cancer
cases among women. Periodic clinical checks and self-tests will assist in early identification of
Breast cancer. Breast cancer detection at an early stage helps the patients to receive suitable
treatment, which can increase the chances of their survivability. Automated clinical solutions, such
as Computer-Aided detection and AI-based algorithms, have shown increasing promise in
improving the accuracy and efficiency of Breast cancer screening and diagnosis. Automated clinical
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solutions have the potential to revolutionize Breast cancer detection and diagnosis, while several
serious challenges have to be addressed such as, lack of standardization and regulation of these
technologies, need for large amounts of data for training and validation, as well as patients' privacy
and data security. To address these challenges, a novel Federated Learning architecture that, rather
than sharing data, enables knowledge integration by sharing the model parameters of each client
during federated training process. In this paper, we proposed a federated Support Vector Machine
for the early detection of Breast cancer. This work utilized the potential benefits of Federated
Learning, Firefly algorithm and Support Vector Machine to study the early detection of Breast
cancer disease. The proposed model leverages a distributed computing approach, allowing the SVM
model to be trained across multiple datasets, while preserving the data privacy. In addition, we used
the Firefly algorithm as a feature selection technique to identify the most relevant features for
Breast cancer detection. We evaluated the performance of the proposed model using publicly
available Breast cancer datasets namely Wisconsin dataset. The experimental results of this
proposed work showed that our proposed model has achieved an accuracy of 95.68%. This results
were compared to other experimental result of the existing works, which proved to have significant
improvement in model's performance. Finally, we highlighted the significance of the proposed work
with the potential benefits of employing Federated Learning in Breast cancer detection.

Presenter bio: Associate Professor of Computer Science
pp. 130-135

MA2: Power 2

Room: Campania A
Chair: Brian Berscheid (University of Saskatchewan, Canada)
13:15 Wind Speed Forecasting Using ARMA and Boosted Regression Tree Methods: A Case Study

Mariana Castillo (University of Saskatchewan, Canada & Nutrien, Canada); Xiaodong Liang and
Sherif Faried (University of Saskatchewan, Canada)

Accurate wind speed forecasting is essential for power dispatch scheduling and energy commitment
of wind farms. As a conventional approach to predict wind speed, the Auto Regressive Moving
Average (ARMA) models are only accurate for very short-term/short-term time horizon wind speed
forecasts within 0-6 hours. To overcome this issue, in this paper, a machine learning-based
approach, known as Boosted Regression Tree (BRT) algorithm, is developed for wind speed
forecasting, and is compared with ARMA models at different time horizons. It is found that, as the
forecasting time horizons increase, the BRT model outperforms the ARMA model significantly.
Historical wind speed data measured from the Meter Station at the Saskatoon International Airport,
Saskatoon, Canada in 2022 are used for wind speed forecasting.

Presenter bio: Mariana Castillo is a M.Sc. student in Electrical Engineering at the University of
Saskatchewan and also works as an Electrical Engineer at the Nutrien Cory Potash Mine. Mariana
graduated from Electrical Engineering at the University of Saskatchewan in 2018 and has been
working in the mining field ever since. Her research focus is on the implementation of renewable
energy sources and battery energy storage systems in industrial facilities.
pp. 136-141

13:35 Sensitivity in Low Power Photo-Voltaic Harvesters/Charger

Maziar Rastmanesh (Dalhousie University, Canada & Nautical Institute, Canada); Ezz El-masry
(Dalhousie, Canada)

16



Solar energy harvesting systems can operate efficiently at relatively high threshold luminance, and
they exhibit 0% efficiency below threshold luminance value. This introduces the sensitivity topics
where it highlights what is the minimum input power where the efficiency remains acceptable, and
the harvester/charger can still operate. The efficacy of solar power harvesters has been a matter of
ongoing subject; however, the concept of sensitivity is not explored. The objective of this paper is
to discuss the sensitivity topics in the low power solar harvesters and to compare two approaches
with their sensitivity and efficiency. These topologies will be dissected, and the experimental
results will be demonstrated.

pp. 142-146

13:55 A Quantum Minimum Cut-Set Method for Vulnerable Node Localization Against False

Data Injection Attacks

Zhuoheng Wu, Yuan Liu and Hao Liang (University of Alberta, Canada)

Along with the population of the smart grid, the potential vulnerabilities of the power system in the
cyber-security aspect are increasing. False data injection attacks (FDIA), which can stealthily
bypass the system operator's bad data detection (BDD), threaten the power system the most. FDIA
is typically designed to attack the vulnerable nodes of the system. The system operator needs to
locate those vulnerable nodes and further defend against the FDIA. In this paper, we consider using
quantum computing to locate those vulnerable nodes. A quantum vulnerable node location
framework (QVNLF) is designed to locate vulnerable nodes against FDIA by applying the quantum
approximate optimization algorithm (QAOA). We also prove that attacking those vulnerable nodes
located by the minimum cut-set (MCS) method is the most harmful to the system. The performance
of our proposed method is evaluated in the case study based on IEEE 5-Bus Transmission System
and IEEE 9-Bus Transmission System, respectively. The results obtained from our method are the
same as the results obtained from the traditional Stoer-Wagner algorithm, which verifies the
effectiveness of our proposed framework based on quantum computing.

pp. 147-152

14:15 Battery Energy Storage and Their Ancillary Services with Renewable Energy: A Review

Mariana Castillo (University of Saskatchewan, Canada & Nutrien, Canada); Xiaodong Liang and
Sherif Faried (University of Saskatchewan, Canada)

Greenhouse gas emission reduction goals set by the United Nations are urging countries all over the
world to switch from traditional power generation to renewable energy, such as photovoltaic (PV)
and wind power. Weather conditions highly affect these renewable energy (RE) plants' power
production, and uncontrollable weather changes may cause voltage and frequency unbalances in
electric power grids. The lack of dispatchability of renewable energy sources (RES) forces grid
operators to curtail the power generation at these RE plants if the demand is not high enough,
wasting all the power that could have been generated at that time of the day. The integration of
Battery Energy Storage Systems (BESS) with these RE plants can mitigate the power quality issues
and provide the power grid with a smooth and controlled output. In addition, the BESS can provide
ancillary services to power plants and grid operators, such as frequency control and peak-shaving.
The objective of this paper is to perform an in-depth literature review of BESS technologies and
their current applications in power systems.

Presenter bio: Mariana Castillo is a M.Sc. student in Electrical Engineering at the University of
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Saskatchewan and also works as an Electrical Engineer at the Nutrien Cory Potash Mine. Mariana
graduated from Electrical Engineering at the University of Saskatchewan in 2018 and has been
working in the mining field ever since. Her research focus is on the implementation of renewable
energy sources and battery energy storage systems in industrial facilities.
pp. 153-158

14:35 A Comparative Analysis for Control of Heating and Cooling Systems of a Real Office

Building with TRNSYS

Mohammad Ghiasi, Farrukh Ahmed, Raman Paranjape, Zhanle Wang and Mehran Mehrandezh
(University of Regina, Canada)

Controlling the temperature of office buildings plays an important role in optimal energy
management. Using proper heating, ventilation, and air-conditioning (HVAC) systems as well as
construction material selection of the facility can help to reduce energy costs and CO2 emission. In
this paper, we present an analysis of the heating and cooling system of a real laboratory of a
university building with actual data. These data have been gathered using digital relative humidity
and temperature (DHT) sensors from a real laboratory. Then, we design and simulate all materials
of the laboratory building using Google Sketch-Up for 3D design, and simulate the thermal
elements including heating, cooling, infiltration, ventilation, gains, losses, and control system using
TRNSYS software. This study is performed using one-month continuous data with one-minute
intervals and based on the weather data of Regina City, SK Canada. The results of the simulation
are compared with the real data of DHT sensors. The comparative analysis of the simulation and
actual data confirmed the effectiveness of the simulation.

pp. 159-164

MA3: Vision 2

Room: Campania B
Chair: Yogesh Sharma (University of Regina, Canada)
13:15 American Sign Language Character Recognition Using Convolutional Neural Networks

Atesam Abdullah (Ghulam Ishaq Khan Institute of Engineering Sciences and Technology,
Pakistan); Raja Hashim Ali (Giki, Pakistan); Zain Ul Abideen and Ali Zeeshan Ijaz (Ghulam Ishaq
Khan Institute of Engineering Sciences and Technology, Pakistan); Nisar Ali and Abdul Bais
(University of Regina, Canada)

This study presents a convolutional neural network (CNN) architecture developed using the
TensorFlow framework to accurately recognize individual letters of American Sign Language
(ASL). The CNN architecture consists of various layers including two-dimensional convolutional
layers, max-pooling layers, batch normalization layers, dropout layers, and fully connected layers.
The model achieved a mean validation accuracy of 95.48% and a test accuracy of 99.77% in
identifying ASL characters. However, the live visual depictions revealed certain difficulties
encountered by the model in identifying some ASL letters, highlighting the need for further
improvement of the model's framework and dataset curation. This research contributes to the
scholarly discussion on the use of machine learning approaches in identifying sign language
alphabets and provides insights into the feasibility and effectiveness of utilizing these techniques in
ASL recognition tasks.

pp. 165-169
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13:35 Replacing Averaging with More Powerful Self-Attention Mechanism for Multi-Image

Super-Resolution

Dingyi Zhao and Jiying Zhao (University of Ottawa, Canada)

In the field of multi-image super-resolution, most advanced models adopt a strategy of calculating
an increment and then adding it to a baseline image. However, most existing work focuses on
obtaining the increment by modeling the correlation between input images using deep learning
techniques, while little attention is paid to the computation of the baseline, which is typically
obtained by simply averaging the input images. This paper proposes an improved model that
replaces averaging with self-attention mechanism in the existing PIUNet model, which makes the
baseline computation phase more powerful. The experimental results show that compared to the
original model, our improved model not only shows improvements over the state of the art models
on a subset of the PROBA-V dataset but also reduces the required training time.

pp. 170-173

13:55 Lightweight Model for Emotion Detection from Facial Expression in Online Learning

Md Rayhan Kabir, M. Ali Akber Dewan and Fuhua Lin (Athabasca University, Canada)

Detecting educational emotion of the students is important as these play a vital role in their learning
process. Generally in a regular classroom, instructors can understand the emotion of the students by
observing the facial expression but in an online learning environment it is quiet difficult. Many state
of the art deep learning architectures can detect the emotion from facial expression but they are very
deep in nature and are not suitable to deploy on edge devices. In this study, we propose and develop
a deep learning model which is lightweight in nature and can be deployed on edge devices. We
evaluate our model using a dataset collected from online learning environment. From evaluation we
can see our model shows very competitive performance in terms of accuracy with state-of-the-art
models.

Presenter bio: Dr. Ali Dewan is an associate professor with the School of Computing and
Information Systems, Faculty of Science and Technology, Athabasca University, Canada. He
served as Chair for the School of Computing and Information Systems from 2019 to 2022. Before
joining the University, he was a postdoctoral researcher at École de Technologie Supérieure
(Montreal, Canada) from 2012 to 2014 and at Concordia University (Montreal, Canada) from 2009
to 2012. He received the PhD degree in Computer Engineering from Kyung Hee University, South
Korea, in 2009 and the BSc degree in Computer Science and Engineering from Khulna University,
Bangladesh, in 2003. His research interests include artificial intelligence in education, educational
data mining, machine learning, affective computing, computer vision, information visualization and
medical image analysis.
pp. 174-179

14:15 Scene Parsing Using Fully Convolutional Network for Semantic Segmentation

Nisar Ali (University of Regina, Canada); Ali Zeeshan Ijaz (Ghulam Ishaq Khan Institute of
Engineering Sciences and Technology, Pakistan); Raja Hashim Ali (Giki, Pakistan); Zain Ul
Abideen (Ghulam Ishaq Khan Institute of Engineering Sciences and Technology, Pakistan); Abdul
Bais (University of Regina, Canada)

When it comes to computer vision, scene parsing is a crucial part of semantic segmentation. It has a
wide range of applications, including autonomous driving, robotics, gaming, natural language

19



processing, object detection, and image and video editing. Semantic segmentation works by
classifying each pixel of an image according to the object it belongs to, and scene parsing provides
contextual information to improve the accuracy and robustness of deep learning models used for
this purpose. In this study, we used the Fully Convolutional Network (FCN-8) architecture, a
popular deep learning-based technique that achieves higher accuracy than traditional and state-of-
the-art methods. This is achieved by creating hierarchies of distinctive features in an image. The
FCN-8 is used to perform semantic segmentation efficiently, taking an image of any size as input
and producing correspondingly sized output with effective inference and learning. To fine-tune the
FCN-8 for the MIT Scene Parsing Challenge Dataset, we employed a transfer learning approach.
Our results showed that our proposed approach achieved an accuracy of 72% on the dataset. This is
significant given the relatively small number of samples and the 150 classes of objects. Our work
demonstrates a successful pilot study for deploying transfer learning and the FCN-8 architecture for
scene parsing and semantic segmentation.

pp. 180-185

MA4: Bioengineering 2

Room: Sorrento
Chair: Adrian D.C. Chan (Carleton University, Canada)
13:15 Exploring Gene Expression and Clinical Data for Identifying Prostate Cancer Severity

Levels Using Machine Learning Methods

Ahmed Al Marouf, Reda Alhajj and Jon Rokne (University of Calgary, Canada); Sunita Ghosh
(University of Alberta, Canada); Tarek A. Bismar (University of Calgary, Canada)

Prostate cancer (PCa) is the most common type of cancer in men worldwide. It is a cancer that
starts in the small walnut-shaped male gland called the prostate. From the prostate, it can form a
metastasis into other organs. If detected and diagnosed early the survival rate may increase to 95%.
Therefore, early detection and diagnosis are important tasks performed by a pathologist. The
pathologist identifies the severity levels using a scale called the Gleason grading group (GGG). The
GGG is found by pathologists by looking at a biopsy sample and assigning a grade of low,
intermediate, or high to the sample. The pathologist then assesses a second sample in the same
manner. The GGG is found by adding these two scores provides the total Gleason score. In this
paper, we have explored tissue microarray (TMA) and clinical data collected by pathologists of
Alberta Precision Laboratory, for predicting the severity level of prostate cancer using various
machine learning methods. Traditional classifiers, such as Na¨ıve Bayes, Decision Tree, Support
Vector Machine with Radian basis function (RBF), Logistic Regression, and ensemble classifiers,
such as Random Forest, and Bagging with k-nearest neighbors have been applied through the
machine learning pipeline containing imputation and sampling techniques. An integrated SMOTE-
Tomek Links method is adopted for handling the class imbalance problem. The highest accuracy
obtained is 99.64% from the random forest method.

pp. 186-191

13:35 Medical Imaging RPA System Design

Zhenjie Zhou, Yiwu Chen, Fangyuan Huang and Yun Feng (Northeastern University, Canada);
Michal Aibin (British Columbia Institute of Technology, Canada & Northeastern University, USA)

Robotic Process Automation (RPA) can minimize human errors, improve efficiency, and create a
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seamless operational environment in the healthcare industry. This paper examines the existing
radiology imaging requisition system, which requires human labourers to perform medical request
processing and classification. To improve this slow, error-prone, and hard-to-scale process, we
design an RPA approach that significantly improves efficiency. The proposed RPA-based system
consists of automatic fax forwarding, optical character recognition (OCR), form classification, and
auto file storage. Compared with the existing methods, the proposed RPA approaches have much
faster processing speed (94% reduced), much lower cost (98.4% reduced), easier scaling and
increased error-handling efficiency.

pp. 192-197

13:55 Significance of Major Transportation Hubs in the Prediction of COVID-19 in Canada

Amirhossein Motavali and Kin Choong Yow (University of Regina, Canada)

Transportation hub cities play a significant role in the spread of infectious diseases due to their role
as centers of connectivity for local, national, and international transportation networks. In this
paper, we studied the transportation hub cities' effect on the COVID-19 spread in smaller cities such
as Regina and Saskatoon. The time-lagged correlation analysis showed that Canada's international
transportation hub cities lead the spread of COVID-19 in smaller non-hub cities and the amount of
correlation is considerable. In addition, we have used a univariate and a multi-variate LSTM model
to demonstrate that considering the disease status in the major transportation hub cities will
decrease the forecasting error in two smaller non-hub cities. Overall, the results show that
considering the data from the major transportation hub cities is a beneficial indicator for analyzing
and predicting the disease spread in smaller non-hub cities.

pp. 198-203

14:15 Electrocardiogram Removal to Establish a Motion Artifact Database

Jonathan Kulpa and Adrian D.C. Chan (Carleton University, Canada)

Bioelectric signal sensors are susceptible to various contaminants, including motion artifact. Signal
quality analysis helps avoid misinterpretations, including misdiagnoses, that can arise from signal
contaminants. To further the research in the signal quality analysis and cleaning domain, large
amounts of contaminated data are required for training, testing, and validation of signal quality
analysis systems. Motion artifact is a common contaminant. Currently, databases of motion artifact
are limited, resulting in the repeated use of the same signals. A database of motion artifact is
established by developing a system for the removal of electrocardiograms (ECG) in ambulatory
recordings. The Long Term AF Database, which contains 84 ECG recordings, each approximately
24 hours in length, was used to create the motion artifact database. The system for the removal of
ECG was validated using artificially contaminated ECG signals, a combination of clean ECG
signals with added simulated motion artifact signals.

Presenter bio: Adrian D. C. Chan (S'93-M'03-SM'06) is a Professor, Department of Systems and
Computer Engineering, Carleton University, Ottawa, ON, Canada; and Director, Research and
Education in Accessibility, Design, and Innovation (READi). His research interests include
biomedical signal processing, signal quality assessment, biomedical image processing, pattern
recognition, assistive devices, and noninvasive sensor systems. He is Registered Professional
Engineer, a Senior Member of the IEEE, member of the Canadian Medical and Biological
Engineering Society, IEEE Engineering in Medicine and Biology Society, and Biomedical
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Engineering Society, and a 3M Teaching Fellow.
pp. 204-209

Monday, September 25 14:55 - 15:20 (America/Regina)

B2: Afternoon Break

Monday, September 25 15:20 - 17:00 (America/Regina)

ME1: Machine Learning 3

Room: Umbria
Chair: M. Ali Akber Dewan (Athabasca University, Canada)
15:20 Automatic Analysis of Online Course Discussion Forum: A Short Review

Dharamjit Parmar, M. Ali Akber Dewan and Dunwei Wen (Athabasca University, Canada)

Course discussion forums play a vital role in connecting students to their peers, exchanging ideas,
opinions, and information in online learning. These forums are not only the key point of contact for
the course, but also facilitate student's learning. In this paper, we present a short review of
applications of machine learning and natural language processing techniques to analyze course
discussion posts to provide insights and improve students' learning outcome. We categorized these
methods into four main groups based on the area of applications: Automated question answering
systems, Thread recommender systems, conversational agents, and topic modeling. The methods in
automated question answering systems focus on identifying common questions, concerns, and
confusion among learners and generating responses without human intervention. The methods in
thread recommender systems focus on identifying and recommending useful threads to the students.
The methods of conversational agents group focus on creating virtual agents to provide
personalized support to students in a natural conversation. The topic modeling group focuses on
identifying the topic of interests and is mostly discussed by the students. The research findings
indicate that course forum analysis can be integrated in a logical way into smart learning
environments which can transform the effectiveness and accessibility of online courses. Such
integrations could improve online learning experiences by providing learners with more
personalized and engaging education and instructional supports.

pp. 210-215

15:40 STACKION: Ion Channel-Modulating Peptides Identification Using Stacking-Based

Ensemble Machine Learning

Md. Mamun Ali, Kawsar Ahmed, Francis M. Bui and Li Chen (University of Saskatchewan,
Canada)

Ion channel-modulating peptides play a crucial role in various physiological processes, making
their identification a significant area of research. In this study, we present STACKION, a novel
stacking-based ensemble machine-learning approach for the identification of ion channel-
modulating peptides. Five feature extraction methods, including amino acid composition (AAC),
pseudo-amino acid composition (PAAC), dipeptide composition (DPC), tripeptide composition
(TPC), and composition-transition-distribution (CTDC), were employed to extract discriminative
features from peptide sequences. Additionally, eight machine-learning algorithms were applied to

22



build predictive models. Through extensive experiments and evaluation, we demonstrate that our
proposed method, STACKION, consistently outperformed the other feature extraction methods in
predicting sodium (Na + ) and calcium (Ca + ) ion channel-modulating peptides with the DPC
feature extraction method. Moreover, when combined with the PAAC feature extraction method,
STACKION demonstrated excellent predictive accuracy in identifying potassium (K + ) ion
channel-modulating peptides. These findings highlight the effectiveness of STACKION in peptide
identification, with potential implications for understanding peptide functionality and the
development of therapeutic agents targeting ion channels.

pp. 216-221

16:00 Generative Conditional Facial Reenactment Method Using a Human Expression Palette

Wes Sauder, M. Ali Akber Dewan and Vive Kumar (Athabasca University, Canada)

Reducing an individual's essential facial expressive sentiment could be compared to the artist
establishing the range of color needed to capture a scene. They reserve space on their palette for
only the colors they need. Therefore, can a deep learning model use the palette for training a
reduced number of facial expressive states to generate reenacted images portraying an individual's
emotion? A person's mood, audience, feelings, and environment can restrain expressions in breadth
and intensity, thus simplifying the required expressions in a 'palette' to convey human, nonverbal
communication. The findings in this research discovered grouping similar facial expression images
together using unsupervised methods and assigning a condition can train a deep-learning generative
model capable of reenacting a diverse, high-quality, palette of differing human expressions

Presenter bio: Wes Sauder is a data architect at HydroOne in Toronto, Ontario. He has a BSc. in
physics from Wilfrid Laurier University (Waterloo, Canada). He also holds two masters degrees
from Athabasca University (Alberta, Canada), an MBA ('07), and MSc. in Information Systems
Analytics program in 2023. His lastest research he defended in order to graduate with the MScIS
program involved deep learning techniques for facial re-enactment of human expressions using
conditional generative adversarial networks (CGANS). He is currently leading the launch of an
enterprise-wide cloud-scale analytics platform at Hydro One. He lives with his family in Mansfield,
Ontario, Canada.
pp. 222-228

16:20 FedRSMax: An Effective Aggregation Technique for Federated Learning with Medical

Images

Md. Nazmul Hossen, Kawsar Ahmed, Francis M. Bui and Li Chen (University of Saskatchewan,
Canada)

The traditional deep learning framework faces two critical challenges: limited data available for
successful model training and concerns regarding user data privacy. Federated learning, which
operates in a decentralised paradigm, offers a promising solution to these challenges. Federated
averaging (FedAvg) is a common aggregation procedure in federated contexts. FedAvg, however,
experiences convergence issues, especially when there is significant diversity in the data
distributions among clients. To address this problem, we explore two effective aggregation
techniques, namely random-sampling federated maximum (FedRSMax) and random-sampling
federated median (FedRSMed) with adaptive moment estimation (Adam), and compare their
performance characteristics with FedAvg. In this study, we use a well-established convolutional
neural network (LeNet) as a global model for federated learning, and the HAM10000
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dermatoscopic image dataset is used as the primary data source. We balance the dataset and
generate random subsets to induce data heterogeneity for different simulated clients and evaluate
the performance of the proposed techniques. Our findings demonstrate that FedRSMax outperforms
FedRSMed and FedAvg in terms of accuracy, recall, and precision and can therefore serve as an
effective alternative for aggregation in federated learning.

pp. 229-234

ME2: Power 3

Room: Campania A
Chair: Zhanle Wang (University of Regina, Canada)
15:20 Effects of Control Strategies on the Assessment of Power Converter Losses in Electric

Vehicle Drivetrains

Stephane Menye (Ecole Nationale Supérieure Polytechnique de Douala & University of Douala,
Cameroon); Pascal Lingom and Joseph Song-Manguelle (University of Quebec at Trois-Rivieres,
Canada); Jean Maurice Nyobe-Yome (Ecole Nationale Supérieure Polytechnique de Douala,
Canada); Mamadou Lamine Doumbia (University of Quebec at Trois-Rivieres, Canada)

Due to their enhanced performance and absence of carbon emission, electric vehicles (EVs) are
attracting much interest worldwide. Properly interfacing energy storage with power converters is
crucial for the overall EV drivetrain performance and efficiency. Power converters convert
electrical energy between different voltage levels and waveforms from the battery to the motor and
vice versa. Variations in control schemes based on pulse width modulation (PWM) techniques
directly impact losses and temperature profiles on converter power semiconductors, which are
directly related to the reliability of power converters. This paper presents a simplified modeling
approach to show how PWM-based control strategies impact power converter losses in EV
drivetrains. The investigated drivetrain system consists of a two-level inverter interfacing with a
bidirectional current boost chopper and supplying power to a permanent magnet synchronous
machine. Based on electrothermal models, the influence of sinusoidal PWM method and space
vector PWM method on the power converter losses and thermal stresses in power semiconductors
are evaluated and analyzed. A performance comparison of different PWM methods is performed
through PLECS software-based numerical simulation results.

pp. 235-241

15:40 Balanced Graph Partition for Resilient Load Restoration Against Natural Disasters

Wenlong Shi and Hao Liang (University of Alberta, Canada)

Microgrids (MGs) constitute a promising solution to enhance power distribution system (PDS)
resilience against natural disasters. Yet, in the existing research works, the scale of MGs, which can
be quantified by the number of nodes covered by MGs, has not been optimized. An MG containing
too many nodes can certainly prolong the restoration process, because loads are typically picked up
step by step for transient stability consideration. To this end, this paper proposes a load restoration
strategy based on balanced graph partition. The problem is formulated as a multi-objective
optimization problem. One objective is to minimize the total weighted load shed, while the other
one is to consider the scale of MGs by minimizing the variance of the scale of MGs. To speed up
the computation, a decomposition-based objective approximation is presented. The optimality gap
is also derived, and proven to be bounded. Lastly, the proposed strategy is performed on the IEEE
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37-Node and 123-Node Test Feeders. The simulation results demonstrate that by minimizing the
variance of the scale of MGs, a more resilient load restoration can be achieved.

pp. 242-247

16:00 An Observer-Based Event-Triggered Cooperative Secondary Control of Microgrids Under

Switching Topologies

Masood Mottaghizadeh (Laval University, Canada); Innocent Kamwa (University Laval, Canada);
Abbas Rabiee (University of Zanjan, Iran); Seyed Masoud Mohseni-Bonab (Hydro Quebec
Research Institute, Canada & Laval University, Canada)

This paper presents an innovative secondary control scheme that takes into account the switching
topology of the communication network. Based on the absolute values of distributed energy output
variables, we propose an observer-based event-triggered cooperative secondary control scheme to
regulate voltage and frequency simultaneously in stand-alone microgrids (MGs). In the propose
scheme, we provide sufficient conditions to ensure the boundedness of formation errors, and also,
the Zeno behavior is excluded by calculating a lower bound for the sampling intervals. Simulation
results are provided to validate the proficiency and efficiency of the proposed control scheme
subject to switching topologies. Furthermore, we undertake a comparative analysis between our
proposed method and a contemporaneously developed control approach.

pp. 248-254

16:20 Impact Evaluation of EV Integration into Residential Power Distribution System

Mohamed Elhendawi Ahmed, Zhanle Wang and Raman Paranjape (University of Regina, Canada);
Shea Pederson, Darcy Kozoriz and James Fick (SaskPower, Canada)

Electric vehicles (EVs) have become popular due to significant developments in the electric
transportation industry. The rising number of EVs drives a surge in the demand for residential
charging infrastructure and may have a negative impact on the power system stability. This paper
evaluates the impact of EVs integration into the power grid. The impact of EV penetration on
power distribution systems is evaluated by integrating EV charging profiles and base demand into a
load flow model. The impact of uncontrolled EV charging load is evaluated based on transformer
loading and voltage drop at customers' houses. For the sake of verification, the base load and EV
charging profiles are analyzed based on real data from Saskatchewan, Canada. This study can help
utilities in assessing the power distribution system's design standards, such as transformer capacity
and cable sizes, for urban residential areas in the future, especially during on-peak demand with
electric vehicle integration.

pp. 255-260

16:40 Novel Control of Battery Energy Storage System (BESS) as STATCOM (BESS-STATCOM)

for Stabilization of a Critical Motor

Rajiv K. Varma, Milad Ahmadi and Cristian Arpino (University of Western Ontario, Canada)

A new control for operating a Battery Energy Storage System (BESS) as a STATCOM, termed
BESS-STATCOM, is proposed to stabilize a critical 5 hp induction motor against large
disturbances on a 24/7 basis to prevent significant financial losses to the motor facility. Simulation
studies are performed using PSCAD on the realistic distribution feeder with a 5 kW BESS to
demonstrate the effectiveness of the proposed control method. When a large disturbance is created,
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even if the BESS is in a high state of charge or discharging, the control system curtails the active
power to release the entire inverter capacity for operating as a STATCOM. This active power
curtailment lasts for less than a minute. During this time, the induction motor is stabilized. The
proposed BESS-STATCOM technology is expected to be ten times more economical than installing
a new STATCOM of equivalent size for stabilizing the same critical motor. The proposed BESS-
STATCOM control will soon be field demonstrated in the utility network of Elexicon Energy, Ajax,
Ontario.

pp. 261-267

Monday, September 25 15:20 - 17:05 (America/Regina)

ME3: Vision 3

Room: Campania B
Chair: Bhavik Pandya (University of Regina, Canada)
15:20 Face Mask Detection Using Vision Transformer

Bhavik Pandya (University of Regina, Canada); Darshana Patel (Rai University, India); Kin
Choong Yow (University of Regina, Canada)

Technological advancement has provided many facilities and made life easy but every coin has two
sides. As the life of humans has become comfortable but at the same time many new problems are
arising. In recent years humans are fighting fatal diseases like covid-19. The pandemic has changed
life drastically and as an ill effect of it, social distancing and masks have become a societal norm.
The proposed research focuses on the use of Artificial Intelligence and Image Processing to fight
such deadly viruses and Deep Learning can be used to stop the spread of the virus by enforcing the
use of face-mask. Vision Transformers are used to identify whether the human face is with a mask
or without a mask. The study of vision transformers is carried out for a dataset of less than a
thousand images and vision transformers are found to have an accuracy equal to 0.86. Comparative
analysis of the vision transformer with different image patch sizes is also carried out and inferred
that an increase in the patch size of images reduces the accuracy of the vision transformer. This
paper focuses on vision transformers being a novel method for face mask recognition.

pp. 268-272

15:40 Self-Attention Blocks in UNet and FCN for Accurate Semantic Segmentation of Difficult

Object Classes in Autonomous Driving

Seyed-Hamid Mousavi and Kin Choong Yow (University of Regina, Canada)

Deep learning has been widely used in computer vision applications and one of the recent
breakthroughs in this field is the use of attention modules. Present models, to the best of our
knowledge, are not accurate enough in terms of distinguishing difficult object classes like
pedestrians and bicycles in street scenes. In this paper, we proposed the use of self-attention blocks
in the encoder section (instead of the decoder section) of UNet and FCN with the aim of improving
the performance of the models in segmenting difficult object classes. We tested our proposed
models on the Cityscape Dataset and the experimental results show that our proposed models
improved the IoU score by 0.1 in FCN-32 when self-attention was deployed. Similarly, in UNet the
IoU was improved by 5 percent with attention block. Also, the visual representation of the output
images shows how the self-attention block in the encoder of the model can improve their accuracy
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in detecting occluded yet important classes like Pedestrian.

pp. 273-278

16:00 KORSAL: Key-Point Detection Based Online Real-Time Spatio-Temporal Action

Localization

Kalana G Abeywardena (University of Toronto, Canada & University of Moratuwa, Sri Lanka);
Shechem K Sumanthiran (University of Moratuwa, Sri Lanka); Sakuna Jayasundara (University of
Auckland, Sri Lanka & University of Moratuwa, Sri Lanka); Sachira R Karunasena, Ranga Rodrigo
and Peshala Jayasekara (University of Moratuwa, Sri Lanka)

Real-time and online action localization in videos poses a critical and formidable challenge.
Achieving accurate action localization necessitates the integration of both temporal and spatial
information. However, existing approaches rely on computationally intensive 3D convolutional
neural network (CNN) architectures or redundant two-stream architectures with optical flow,
rendering them unsuitable for real-time, online applications. To address this, we propose a novel
approach that leverages fast and efficient key-point-based bounding box prediction for spatial
action localization. Additionally, we introduce a tube-linking algorithm that ensures the temporal
continuity of action tubes even in the presence of occlusions. By combining temporal and spatial
information into a cascaded input for a single network, we eliminate the need for a two-stream
architecture, enabling the network to effectively learn from both types of information. Instead of
using computationally demanding optical flow, we extract temporal information efficiently using a
structural similarity index map. Despite the simplicity of our approach, our lightweight end-to-end
architecture achieves state-of-the-art frame mean average precision (mAP) of 74.7 % on the
challenging UCF101-24 dataset, demonstrating a notable performance gain of 6.4 % over previous
online methods. Moreover, we achieve state-of-the-art video mAP results compared to both online
and offline methods. Furthermore, our model achieves a frame rate of 41.8 FPS, representing a
10.7% improvement over contemporary real-time methods.

pp. 279-284

16:20 Upsampling of Unmanned Aerial Vehicle Images of Sugarcane Crop Lines with a REAL-

ESRGAN

Emília Alves Nogueira, Juliana Felix and Afonso Ueslei Fonseca (Universidade Federal de Goiás,
Brazil); Gabriel Vieira (Federal Institute Goiano, Brazil); Julio Cesar Ferreira (Goiano Federal
Institute of Education, Science and Technology, Brazil & INSA Centre Val de Loire, France);
Deborah S. A. Fernandes, Bruna Mendes Oliveira and Fabrizzio Soares (Universidade Federal de
Goiás, Brazil)

Sugarcane is one of the main economic crops in the world, moving the financial market with the
sale of its products, resulting from this cultivation. The amount of images that can be extracted from
this crop have increased exponentially due to the advance of remote sensing technologies like
Unmanned Aerial Vehicle (UAV). When processed and analyzed, the images can provide valuable
information about productivity, diseases, water stress, among others. However, the collected images
have low resolution, given the flight altitude of the UAVs. Therefore, our goal in this work is to
improve the resolution of the images of the sugarcane crop, applying deep learning techniques. In
order to improve further processing by algorithms for extracting data of interest, we experimented
with a REAL-ORGAN, which is a variation of ESRGAN (Enhanced super-resolution generative
adversarial networks). It is important to note that, although that model was originally designed to
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work with images of landscapes, people, cars, and even anime, our initial experiments with
agricultural images are quite promising, with superior results by 141,37% when compared to classic
algorithms used for upsampling. in images. Our proposal managed to visually improve the images
significantly, proving to be an attractive alternative for extracting information about the culture. As
future work, it is intended to improve the accuracy of the proposal and extend the comparison with
other algorithms.

Presenter bio: Associate Professor at Informatics Institute at the University of Goiás (UFG). Ph.D.
in Electrical Engineering, MSc in Electrical and Computing Engineering, Graduated two programs:
Computer Science and Data Processing. He works with Machine Learning, Image Processing,
Computer Vision, Human-Computer Interaction, and Applied Computing. Nowadays, he is the
Computer Science Graduate Program Chair at UFG and PhD, Mastering, and Undergrad advisor.
pp. 285-290

Monday, September 25 15:20 - 17:00 (America/Regina)

ME4: Control

Room: Sorrento
Chair: Yogesh Sharma (University of Regina, Canada)
15:20 Trajectory Planning for a Fully Parallel Manipulator Using a Bio-Inspired Model Based on

Central Pattern Generator

Ismail Mobasher (Uninettuno University, Italy); Yadollah Farzaneh (Islamic Azad University
Mashhad Branch, Iran)

Moving gracefully while being efficient is an ability which animals possess. Many characteristics of
animals' central nervous systems are shaped on basis of locomotion features. For robots, producing
satisfactory locomotion skills, which allow them to perform more efficiently is also of primary
importance. In this study, Central Pattern Generator (CPG) is utilized for the first time in trajectory
planning on a parallel manipulator. Conventional methods have long been used to devise trajectory
planning methods, most of which are highly passive and offline. In this paper, a method is proposed
to enable a Parallel Manipulator to switch one trajectory to another one online which was absolutely
impossible in more conventional methods. The trajectory planning for industrial manipulators are
often cyclic, for instance machining, and the ultimate goal of manipulator's application in industry
is to pass a trajectory as smoothly as possible with a negligible rate of acceleration and jerk rate.
When a manipulator is to switch from one trajectory to another, it is expected to stop and start the
second trajectory. Inevitably though, the switch between trajectories causes the whole system to
tolerate a high rate of acceleration and consequently jerk due to its halt and start which gradually
leads to the system' breakdown. In this paper, the technique proposed allows the system to eliminate
the jerk as a result of the resumption of the movement and due to the fact, the jerk no longer exists.
This method lets the whole system survive longer. In this study, the manipulator switches form one
trajectory to another and it never stops during the travel which is an undeniable advantage over
previous trajectory method in which the resumption of motion was an indispensable part of it.

Presenter bio: My name is Ismail Mobasher and I am a PhD Student at Uninettuno University.
pp. 291-295

15:40 Design and Development of a Novel Haptic Device for Plucked Musical Instrument AR
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Simulation

Pooyan Nayyeri, Everly Conrad-Baldwin and Kourosh Zareinia (Toronto Metropolitan University,
Canada)

Haptic devices have emerged as a promising technology for enhancing the experience of playing
virtual musical instruments by providing tactile feedback to the user. This paper presents a novel
haptic device that emulates plucked musical instruments as part of an augmented reality (AR)
system. This wearable device features a pair of parallel 5-bar mechanism that provides haptic
feedback. While initially developed to simulate harp playing, this technology could also be applied
to emulate fingerstyle guitars, banjos, and other plucked instruments. The system can detect the
position of a finger relative to a virtual string's projected position and provide haptic feedback by
moving a string piece against the fingertip. Upon detecting a plucking motion, the device plays a
musical note based on the virtual string's projection the finger is closest to and moves the string
piece back to its rest position. The device has been designed, developed, and tested to ensure
functionality and user comfort.

pp. 296-301

16:00 Barrier Lyapunov Function Based Trajectory Tracking Controller of a Quadrotor UAV

Adel Khadhraoui and Mohamad Saad (Université du Québec en Abitibi-Témiscamingue, Canada)

This paper presents backstepping constraint control approaches for a quadrotor unmanned aerial
vehicle (UAV) control system. The proposed methods are applied to a Parrot Mambo drone model
to control rotational motion along the x, y, and z axes during hovering and trajectory tracking. The
backstepping constraint control method, based on barrier Lyapunov functions, is designed not only
to track the desired trajectory but also to guarantee no violation of the position and angle
constraints. Symmetric and asymmetric barrier Lyapunov functions are introduced in the design of
the controller. A nonlinear mathematical model is considered in this study. Based on Lyapunov
stability theory, it can be concluded that the proposed controllers can guarantee the stability of the
UAV system and the state converges asymptotically to the desired trajectory. Validation of the
proposed controllers was performed by simulation on a flying UAV system.

pp. 302-307

16:20 Employing a Redundant Degree of Freedom for a Parallel Manipulator to Enhance

Performance Indexes

Ismail Mobasher (Uninettuno University, Italy); Behrooz Lotfi (Islamic Azad University, Mashhad
Branch, Iran)

The function of Parallel-Kinematic Machines (PKM) is widely popular for the precision they can
guarantee in industrial applications such as welding and pick-and-place. A kinematically redundant
manipulator could conduct a task which needs fewer degrees-of-freedom (DOF) than proposed by
the manipulator. The presence of an additional DOF can be used to improve performance indexes of
the manipulator. To gauge the performance of a manipulator, indexes such as dexterity, sensitivity,
manipulability are used. In this study, we propose a method which is based on gaining the best
performance of a manipulator by exploiting a redundant DOF. This novel method is on the basis of
obtaining an optimum rotation of the end-effector (EE) and it allows a manipulator to reach its best
kinematic performance. To evaluate the validity of the method, several performance indexes are
employed and it clearly shows that performance indexes improve considerably. Case studies are
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also conducted to demonstrate the ability of proposed method in exploiting the best performance of
a three DOF parallel manipulator. Finally, a PKM in the lab is used to verify the results and the
validity of the method is tested while the application and improvement of indexes can be seen.

Presenter bio: My name is Ismail Mobasher and I am a PhD Student at Uninettuno University.
pp. 308-313

16:40 Indoor Testbed for Autonomous Localization Intelligent Control and Sensing

Joel Moore, Emmanuel Buraga and John Enright (Toronto Metropolitan University, Canada)

The ITALICS facility was developed to collect data using a suite of sensors in a flight-like
environment without using an MRUAV. This testbed does not have the weight or flight time
restrictions typically associated with an MRUAV. The facility is being used to evaluate how the
choice of optical sensors can influence MRUAV system performance and testing effects of sensor
fusion on navigation. To fuse the individual sensor data into a single model, sensor-to-sensor
calibration is used to obtain the relative poses for multi-sensor configurations. Preliminary testing
has been performed with the testbed to verify the individual sensor capabilities using localization
techniques and the accuracy of the inter-sensor calibration.

pp. 314-319

Monday, September 25 18:30 - 21:03 (America/Regina)

D1: IEEE Awards Gala Reception

Tuesday, September 26

Tuesday, September 26 7:45 - 17:30 (America/Regina)

R3: Registration

Tuesday, September 26 8:45 - 9:00 (America/Regina)

OR: Opening Remarks

Room: Umbria

Tuesday, September 26 9:00 - 9:45 (America/Regina)

K2: Keynote Speaker 2 - Kirstn Marcia

Room: Umbria
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Tuesday, September 26 9:45 - 10:15 (America/Regina)

B3: Morning Break

Tuesday, September 26 10:15 - 11:55 (America/Regina)

TM1: Machine Learning 4

Room: Umbria
Chair: Paul Laforge (University of Regina, Canada)
10:15 Performance Comparison of Voice Activity Detectors for Acoustic Beehive Monitoring

Mahsa Abdollahi (INRS-EMT, Canada); Nico Coallier (Nectar Technologies Inc, Canada); Pierre
Giovenazzo (Laval University, Canada); Tiago Falk (INRS-EMT, Canada)

Honeybees have a significant impact on agriculture, and their ability to pollinate is crucial for the
economic viability of farms. The decrease in honey bee populations in recent years, coupled with
the laborious task of manually inspecting beehives, has led to a growing interest in the automated
remote monitoring of beehives. Out of the different modalities used to monitor honeybee colonies,
acoustics has demonstrated great versatility. It has been shown that beehive audio can be used to
detect e.g., swarming, queen absence, and hive strength. Notwithstanding, there are numerous
external and environmental factors, such as rain, wind, traffic noise, and the presence of beekeepers'
voices in the background, which can significantly degrade the recorded bee audio quality and
beehive monitoring performance. In this paper, we investigate the potential of three voice activity
detectors (i.e., short-time energy thresholding, WebRTC, and a recent method based on a
convolutional recurrent deep neural network) in detecting human speech within a beehive audio
recording. We evaluate the performance of each method on two different datasets, one publicly
available and another collected in-house. Experimental results show the superiority of WebRTC in
detecting speech within bee buzzing audio, achieving F1-scores of approximately 0.7 and 0.8 for
each dataset.

pp. 320-323

10:35 Cloud-Based Knowledge Extraction (CBEx) System: A Solution for Real-Time Data

Analysis for Rapid Decision Making

Julian Falardeau (OODA Technologies Inc, Canada); Melita Hadzagic and Elisa Shahbazian
(OODA Technologies Inc., Canada)

This paper introduces CBEx, a novel Cloud-Based knowledge Extraction system that efficiently
and effectively ingests data from various sensor platforms across disparate domain Command and
Control (C2) constructs and sensors. It employs pre-processing techniques tailored to each data
type, ensuring consistent analysis and structuring according to a unified taxonomy. The structured
data is stored in a unified format in a database, enabling real-time decision support based on
Essential Elements of Information (EEIs). This solution offers tools to enhance multi-domain
situational awareness by integrating data sources from multiple domains and by employing
advanced Artificial Intelligence (AI)/Machine Learning (ML) analytics for accurate and rapid
decision-making throughout the mission cycle. The feasibility of CBEx is demonstrated through
three realistic scenarios, showcasing its ability to integrate a variety of data sources effectively
while providing decision support in real-time.
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pp. 324-330

10:55 Dark Web Traffic Detection Using Supervised Machine Learning

Sahra Zangeneh Nezhad and Amirali Baniasadi (University of Victoria, Canada)

This paper presents a study on the application of supervised machine learning algorithms for the
purpose of distinguishing and categorizing Virtual Private Network (VPN) and The Onion Router
(TOR) traffic on the dark web. The dark web, characterized by its anonymity and inaccessibility,
has become a popular platform for illicit activities such as drug trafficking, money laundering, and
cybercrime. While VPNs and TOR can be used for legitimate purposes such as privacy protection
and bypassing internet censorship, they can also be exploited by cybercriminals. The CIC-
Darknet2020 dataset, which includes a comprehensive collection of network traffic captures from
the dark web incorporating traffic features from both VPN and TOR technologies, is used for this
study. We employ classification algorithms such as Random Forest, Support Vector Machine,
Naive Bayes, and Decision Tree classifiers to construct our model. The performance of the model is
evaluated using parameters such as execution time, accuracy, precision, F-measure, and recall,
utilizing five-fold and ten-fold cross-validation and 66/34 and 80/20 percentage splits. Our results
show that the Decision Tree (J48) classifier outperforms other classifiers, achieving 99.6% accuracy
with an execution time of 15 seconds for ten-fold cross-validation. The findings of this study have
implications for enhancing cybersecurity measures in identifying and mitigating threats associated
with VPN and TOR traffic on the dark web.

pp. 331-336

11:15 Space Mapping Technique on Microwave Filter Circuit Model Using Artificial Neural

Network for Parameter Extraction

Olufemi Oluyemi, Paul Laforge and Abdul Bais (University of Regina, Canada)

This research introduces an innovative approach to microwave filter design, utilizing an artificial
neural network-based model that learns the relationship between geometric parameters and the
microwave filter's response. In particular, the proposed model is applied to the design of a 3-pole
Chebyshev capacitively lossless bandpass microwave filter. Two examples with different center
frequencies and percentage bandwidths are considered to validate the model's effectiveness.
Distinct datasets are generated for each center frequency and percentage bandwidth to ensure
accuracy. The trained ANN models are used for parameter extraction at each aggressive space
mapping iteration, offering a fast and accurate solution for microwave filter design. This approach
provides a simple yet promising alternative to traditional design methods.

pp. 337-341

TM2: Power 4

Room: Campania A
Chair: Ilamparithi Thirumarai-Chelvan (University of Victoria, Canada)
10:15 Increasing Ethene Yield via Oxidative Coupling of Methane at Low Temperature: An

Application of Machine Learning and DFT in the Design and Innovation of Effective Catalyst

Compositions

Lord Ikechukwu Ugwu (University of Regina & Clean Energy Technologies Research Institute,
Canada); Yasser Morgan (University of Regina, Canada); Hussameldin Ibrahim (Clean Energy
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Technologies Research Institute, Canada)

The combination of catalytic, electronic properties and experimental data provides more
information for the analysis of catalysts to improve innovation and design. Here, we compute
electronic properties, including the bandgap, fermi energy and magnetic moment of known catalysts
of the oxidative coupling of methane reaction (OCM). In combination with available data on
experimental conditions for OCM, we are able predict catalytic performance and reaction outcomes
in the form of methane yield, ethene yield, ethane yield, and carbon dioxide yield. A comparison of
different machine learning models suggests Extreme Gradient Boost Regression (Xgboost
Regression) is an ideal model for predicting catalytic performance with great accuracy. The fermi
energy of the catalyst promoter, its atomic number, and the active metal oxide band gap have been
found to be good electronic descriptors of the catalytic performance of the OCM reaction.
Transition metals, including Platinium, Rhodium, Ruthenium and Iridium, have been predicted to
promote catalyst performance in the oxidative coupling of methane reaction. The study proposes
seventy-nine novel bimetallic combinations for metal dioxides and 616 novel catalytic materials for
methane conversion at a low temperature of 700 o C as an effective catalyst for oxidative coupling
of methane reaction. These new catalysts were predicted to enhance methane yield in the range of
+/-30% to +/-95%, an increase from the prior research's maximum methane conversion of 36.

pp. 342-347

10:35 Dynamic Eccentricity Fault Detection in Synchronous Machines Using Principal

Component Analysis

Latifa Yusuf and Ilamparithi Thirumarai-Chelvan (University of Victoria, Canada)

Electric machines are essential components of modern society, and their failure can have serious
consequences. Eccentricity fault is a common type of fault that can occur in these machines.
Dynamic eccentricity is a type of eccentricity fault that occurs when the rotor center is not aligned
with the center of rotation. This can cause several problems, including increased vibration,
decreased efficiency, and even catastrophic failure. In this paper, a new method is proposed for
detecting dynamic eccentricity faults in synchronous machines. The proposed method uses principal
component analysis (PCA) of sideband frequencies of motor current signals to detect and isolate
dynamic eccentricity from static eccentricity fault, irrespective of the load condition of the machine.

pp. 348-353

10:55 Stator Inter-Turn Fault Detection in BLDC Motors: A Signal-Processing Based Method

Ahmad Jafari (University of Tehran, Iran); Mohammad Amin Jarrahi (University of Essex, United
Kingdom (Great Britain)); Jawad Faiz (University of Tehran, Iran)

This paper develops a signal-processing based method for stator inter-turn fault detection in
brushless direct current (BLDC) motors. In the proposed approach, the current waveforms are
firstly transformed into dq axis using Park transformation matrix. Then, the faults are identified by
means of Savitzky-Golay smoothing filter, the modified cumulative-sum method and a novel ratio-
based index. In addition to being simple and efficient, the proposed technique is highly capable of
functioning in different BLDC motor conditions without changing its threshold settings. To assess
the developed scheme, datasets from a laboratory BLDC motor setup are considered. The results
confirm the quickness and high accuracy of the proposed technique. Moreover, to validate the
efficiency of the suggested approach, it is compared with some other similar methods from various
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aspects.

        pp. N/A

11:15 Analysis of Reluctance Synchronous Motor Under Hybrid Fault Condition

Fatemeh Ghalavand, Latifa Yusuf and Ilamparithi Thirumarai-Chelvan (University of Victoria,
Canada)

The early identification and diagnosis of AC machine defects are vital because they ensure
dependable operation, avoid equipment damage, increase operational safety, and boost energy
efficiency. Inter-turn faults and eccentric faults are two frequent fault types that can have a major
influence on the performance and dependability of AC machines. Even in newly manufactured
machines, there will be a small degree of static eccentricity, which is defined as a slight
misalignment or asymmetry in the machine's air gap distribution. However, the precise location of
static eccentricity i.e. the point of minimum air gap will be unknown. When a stator inter-turn fault
occurs in such a machine, analysis needs to be carried out to determine the impact of relative
position between the point of minimum air gap and the physical location of the stator inter-turn
fault. In this work, the authors have carried out such an analysis using Maxwell software. The
authors have conducted Finite Element (FE) simulations to examine hybrid faults in a Reluctance
Synchronous Machine (RSM). The impact of varying the relative position between the point of
minimum air gap and the stator inter-turn fault on the frequency spectrum of line currents has been
monitored. Moreover, a data-based technique called Principal Component Analysis (PCA) has also
been used to carry out the analysis. The data-based technique revealed the changes in the relative
position of the two faults, paving way for future research in fault localization.

pp. 360-365

TM3: Circuits

Room: Campania B
Chair: Rachid Beguenane (Royal Military College of Canada, Canada)
10:15 FPGA-Based 8x8 Bits Signed Multipliers Using LUTs

Noureddine Chabini and Rachid Beguenane (Royal Military College of Canada, Canada)

Modern FPGAs (Field Programmable Gate Arrays) like Xilinx 7-series ones incorporate DSP
blocks that contain 18x25 bits two's complement embedded multipliers. When FPGA-based small
size signed multipliers are required, it is not practical to use these large size embedded multipliers.
Thus, one can use LUTs (Look Up Tables) in FPGAs to implement them. Since the target signed
multipliers are assumed in two's complement, a preprocessing is required for a LUT-based
implementation. In this paper, Baugh-Wooley and sign-magnitude are used as preprocessing
algorithms to realize two's complement 8x8 bits multipliers using LUTs in FPGAs. These two
algorithms are used since they allow for a parallel realization of the signed multipliers. We
synthesize 8x8 bits two's complements multipliers on LUTs using these two algorithms. As an
application, we use the resulting synthesized designs to synthesize 8-taps and 16-taps digital Finite
Impulse Response (FIR) filters for input data and coefficients in two's complement. Experimental
results on Xilinx Artix-7 FPGAs using the Vivado 2020.2 synthesis tool show that the synthesized
designs using the Baugh-Wooley algorithm are better in terms of speed and area compared to using
the sign-magnitude.
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pp. 366-370

10:35 An Efficient VHDL Implementation of Two Artificial Neural Networks on Zynq-7000 FPGA

Kaveh Sadeghikhah, Lei Zhang and Raman Paranjape (University of Regina, Canada)

This paper presents the FPGA implementation of two different topologies of an Artificial Neural
Network (ANN) on the Xilinx Zynq-7000 evaluation board. The engine dataset available in
MATLAB is used to train the neural network. The resulting parameters of a neural network are
taken from MATLAB and are used to implement it on FPGA. Two structures are implemented with
different accuracy of sfix_24_8 and sfix_32_16 and different clock frequencies and resource
utilization is measured. The maximum achievable frequency measured is 83.33 MHz and the
minimum power is 0.203 W.

pp. 371-376

10:55 Comparing FPGA-Based Adders and Application to the Implementation of a Digital FIR

Filter

Justin Woelfle (Queens University, Canada); Noureddine Chabini and Rachid Beguenane (Royal
Military College of Canada, Canada)

Field Programmable Gate Arrays (FPGAs) are being used in the realization of real-life applications.
Adders are required in data processing units and in the realization of other arithmetic operators. We
compare three types of FPGA-based adders, propose optimizations, and use the non-optimized and
optimized adders for realizing a digital Finite Impulse Response (FIR) filter on FPGA and we
compare the implementations. As an FPGA platform, we used the Altera Cyclone IV. The used
synthesis tool is the Quartus Prime 19.1 from Altera. Experimental results are provided and
discussed.

pp. 377-380

11:15 A 56 GHz InP VCO for Use in 112 GBaud (112 GBit/s NRZ or 224 GBit/s PAM-4) InP

Integrated Optical Receiver Front-End CDR Block

Shakeeb Abdullah (Carleton University); John Rogers, Wenyu Zhou and Rony E. Amaya (Carleton
University, Canada)

This paper presents the design of a 56 GHz voltage-controlled oscillator (VCO) designed in an
Indium Phosphide (InP) 0.8 μm kit. InP (III-V) semiconductor technology was chosen since the
fastest photodiodes that currently exists on the market (for use with 112 GBaud) make use of InP
PIN diodes. The goal is to integrate everything in one die and one technology of InP (including the
PIN diode, front-end transimpedance amplifier (TIA), and CDR blocks with the VCO); for this
reason InP was used and to assess if such a VCO can be designed for use in 112 GBit/s NRZ (or
224 GBit/s PAM-4) receiving CDR units. The 56 GHz VCO can either be used directly in a half-
rate CDR or be used in a full rate 112 GBaud CDR using a frequency doubler circuit. Post-layout
electro-magnetic simulations of the VCO had a tuning range of 55 GHz - 58 GHz. The small tuning
range is due to the fact that there were no varactors in the InP kit, hence makeshift HBTs with their
limited tuning capacitances were used as the core varactors. The VCO used 11.1 mA of current
(including periphery circuitry: buffers & current mirrors) from a 3.3 V supply; for a total power
consumption of 36.6 mW. The output signal had a phase noise of -98 dBc/Hz at 10 MHz offset
(which is comparable to similar InP works). The VCO design used a -gm cross coupled pair that
can provide differential oscillation to recover the clock signal from a differential data input. The
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core size of the VCO (meant to be used as part of a CDR unit) required only 113 μm × 94 μm of
layout space.

Presenter bio: Shakeeb Abdullah is a PhD at Carleton University. He is doing his research in high-
speed & high-frequency opto-electronics.
pp. 381-386

TM4: Cybersecurity 1

Room: Sorrento
Chair: Mohsen Khalaf (University of Toronto, Canada & Assiut University, Egypt)
10:15 Protection of Power System State Estimation Against False Data Injection Attacks

Mohsen Khalaf (University of Toronto, Canada & Assiut University, Egypt); Abdelrahman Ayad
(University of Waterloo, Canada); Deepa Kundur (University of Toronto, Canada)

Power System State Estimation (PSSE) is the backbone of monitoring in recent power systems, and
hence, any deficiency in the operation of the PSSE algorithm may result in wrong control and
protection decisions. It is shown in the literature that PSSE can be targeted by cyberattackers who
aim to manipulate the PSSE output by injecting false data into system measurements. In this paper,
a measurement classification-based method is proposed to protect the PSSE against False Data
Injection (FDI) attacks. Power Flow Measurements are classified based on their redundancy into
critical and essential sets. The proposed method depends mainly on securing the critical subset and
considering different essential subsets for running the PSSE, which helps to identify the attacked
and non-attacked measurements. A sensitivity analysis has been carried out to show the reliability
and the probability of failure of the proposed method.

pp. 387-392

10:35 RSM: A Real-Time Security Monitoring Platform for IoT Networks

Imran Bin Jafar and Irfan S. Al-Anbagi (University of Regina, Canada)

The rapid growth of Internet of Things (IoT) resulted in a heightened risk of security breaches, as
cybercriminals have begun to target IoT devices and networks with increasingly sophisticated
techniques. However, IoT security monitoring platforms face several challenges, including the
inability to identify unknown threats, limited real-time prediction capabilities depending on
signature-based threat identification, and the need for standardization and integration issues. In this
paper, we propose a Real-Time Security Monitoring (RSM) platform based on the results of Deep
Learning models, which can predict attacks on IoT networks and visualize the prediction results in a
custom-built Power BI dashboard in a real-time manner. To evaluate our proposed solutions, we
compare the effectiveness of three deep learning models - Convolutional Neural Networks (CNN),
Long Short-Term Memory (LSTM), and Deep Neural Networks (DNN)

• using the IoT23 dataset in the context of the binary classification problem. We compare
these models based on their accuracy, precision, recall, and F1 score. In addition, our
findings show that our proposed platform outperforms existing solutions in terms of
accuracy and can predict IoT network attacks with high precision and recall. We also
implemented a test bed using a Raspberry PI programmed to send its logs to the nearest
connected edge router and a server programmed using Python with a scheduler to pull those
logs and show real-time Deep Learning Model prediction results in a Power BI dashboard.
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Our results demonstrate that the RSM and the Power BI dashboard provide a user-friendly
way to monitor IoT Network security in real-time. This study provides valuable insights
into applying Deep Learning (DL) and Power BI dashboard in the IoT security monitoring
domain.

pp. 393-398

10:55 Efficient BGP Intrusion Detection Model Using Machine Learning: A Comparative Study

with AdaBoost as the Optimal Classifier

Mohamed Manaf Abdoun (East China University of Science and Technology, China); Mouhcine
Guennoun (University of Ottawa, Canada); Amine Amar (MOHAMED V University, Morocco);
Tarek Saad (Cisco Systems & Cisco Systems Inc., Canada); Mostafa Taha (Carleton University,
Canada)

The Border Gateway Protocol (BGP) is a crucial component of the Internet's infrastructure that
enables the exchange of routing information among multiple Autonomous Systems so data flow
from one network to another becomes possible. However, rare anomalies in BGP, such as IP prefix
hijacks, misconfigurations, and worm attacks, when they occur, can cause significant disruptions to
the network and threaten the stability and reliability of the Internet. Considerable efforts have been
made to understand the nature of normal and abnormal BGP updates to identify and mitigate their
disruptive consequences. Recent studies in the literature suggest that machine learning (ML)
techniques can achieve a high level of accuracy and robustness in anomaly detection. To fully
leverage the advantages of ML techniques, it is necessary to pre-process the data and choose a
suitable model that helps identify and mitigate against any such BGP anomalies and improve the
stability and reliability of the Internet. This paper evaluates multiple machine learning models for
detecting BGP anomalies and comprehensively analyzes their effectiveness. Results reveal that
AdaBoost achieves an impressive accuracy of 97.22%, making it the optimal choice for BGP
anomaly detection.

pp. 399-404

11:15 Virtual Network Embedding for Delay-Sensitive and Trust-Aware Smart Grid Applications

Parinaz Rezaeimoghaddam and Irfan S. Al-Anbagi (University of Regina, Canada)

The combination of network virtualization (NV) and wireless sensor networks (WSNs) represents a
promising approach to address the challenges of scheduling network resources in delay-sensitive
grid asset monitoring systems. Virtual network embedding (VNE) can efficiently allocate sensor
device resources, considering Quality of Information (QoI), Quality of Service (QoS), and wireless
interference handling. A higher acceptance ratio of VNE in this application translates to more
virtual measurement requests (VMRs) being mapped onto the smart grid environment at a time,
resulting in faster asset monitoring. However, VNE's shared and complex nature exposes these
networks to security risks. Since secure and high measurement quality with low delay is an
indispensable aspect of asset monitoring in many smart grid applications, we implement a trust-
aware virtual sensors network (TA-VSN) algorithm to maximize the acceptance rate of the VMRs
and minimize the cost of embedding on the monitored environment while improving QoI, QoS, and
security. The TA-VSN algorithm achieves a high-quality suboptimal solution faster, which makes it
suitable for monitoring smart grid assets. The simulation results show that adding security
constraints limits the acceptance ratio but improves average network throughput, and measurement
error efficiency, and enhances delay, making the VNE algorithm more practical for delay-sensitive
monitoring applications.
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pp. 405-409

11:35 Mitigation of Denial of Service and Time Delay Attacks on the Automatic Generation

Control of Power Systems

Anthony Kemmeugne (University of Toronto, Canada & Hydro-Québec, Canada); Mohsen Khalaf
(University of Toronto, Canada & Assiut University, Egypt); Minh Au (Hydro-Quebec, Canada);
Deepa Kundur (University of Toronto, Canada)

In this work, the effect of Time Delay (TD) as well as Distributed Denial-of-Service (DDoS)
attacks on the Automatic Generation Control (AGC) is investigated. For this purpose, a cyber-
physical communication platform bridging a communication network simulator Graphical Network
Simulator-3 (GNS3) and a power system simulator OPAL-RT is utilized. It is shown that TD and
DDoS attacks have a significant effect on the frequency stability in the power system. To address
this problem, three Multiprotocol Label Switching (MPLS) technologies are investigated to detect
and mitigate DDoS and delays in the communication network. A 2-area AGC system is simulated
and a comparative study on the utilized three MPLS technologies are provided to show their
abilities in mitigating TD and DDoS attacks and their direct impact on the AGC operation.

pp. 410-415

Tuesday, September 26 12:15 - 13:15 (America/Regina)

L2: Lunch

R.H. Tanner Industry Leadership Medalist Keynote
Room: Umbria

Tuesday, September 26 13:15 - 14:50 (America/Regina)

TA1: Machine Learning 5

Room: Umbria
Chair: Marwa A. Elsayed (Dalhousie University, Canada)
13:15 Analyzing the Benefits of Data Augmentation for Smart Grid Anomaly Detection and

Forecasting

Xijuan Sun, Di Wu and Benoit Boulet (McGill University, Canada)

In view of the escalating electricity demand and the pervasive implementation of electrical
appliances, the safe and efficient operation of smart grids has been recognized as of significant
importance. In recent years, machine learning has been widely applied to smart grid core
applications, i.e., anomaly detection and electric load forecasting. In order to achieve precise
anomaly detection and accurate time series forecasting, a significant quantity of historical data is
usually required for model training. In practice, however, acquiring such a sizable dataset is often
accompanied by high costs and many challenges, making it impractical in real-world tasks. In this
work, we employ data augmentation techniques to expand the training set size for smart grid
anomaly detection and time series forecasting tasks. Specifically, we investigate the efficacy of
noise injection and a generative adversarial networks based augmentation method on various
machine learning-based models. Extensive experiment results on two real-world datasets
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demonstrate the effectiveness of data augmentation techniques on anomaly detection and time
series forecasting tasks. Experiment results show the benefits of data augmentation and provide
guidelines for researchers and engineers.

pp. 416-422

13:35 Mitigating Infectious Disease Transmission with Face Mask Detection Using Machine

Learning

Adewale Soetan and Lei Zhang (University of Regina, Canada)

Face masks are crucial for controlling the spread of dangerous diseases, as the global epidemic has
highlighted. In this study, we describe an innovative method for automatic face-mask identification
in public areas that combines the activation functions of MobileNet with scaled exponential linear
units (SELUs). Our suggested model is a realistic option for wider adoption because it is small,
effective, and capable of achieving real-time performance on edge devices. The MobileNet design,
which strikes a compromise between computational complexity and precision, serves as the
foundation of our model. By using SELUs, which address the disappearing and exploding gradient
problem typical of deep learning models, we marginally enhanced the model's performance.

pp. 423-427

13:55 Borer GPR Interpretation During Potash Mining

Victor C Okonkwo, Matthew van den Berghe and Craig Funk (Nutrien, Canada); Raman Paranjape
(University of Regina, Canada)

Ground Penetrating Radar (GPR) is a non-destructive geophysical technique that has been in use at
Saskatchewan potash mines for over four decades. The GPR system is an innovative technology
used in imaging salt beds above or below a mined room. The borer mounted GPR application has
proven to be a reliable tool for mapping the roof beam thickness which is normally a meter from the
mine roof to the immediate clay seam above. Utilizing an automated picking algorithm, real-time
data interpretation is provided to borer operators to make informed safety decisions. Hence, it's
important that an auto-picking algorithm is adequately tuned to declutter noise and identify
geologic features seen within the mine roof. This paper presents a series of studies aimed at
understanding and improving data interpretation of the GPR during active mining as geologic
variations within the mine roof can lead to GPR data degradation. An approach to this challenge
was to develop a robust and intelligent auto-picking algorithm called the Cluster Ratio Derivative
(CRD) that utilizes a data reduction technique to improve the signal to noise ratio (SNR) and
machine learning to pick the clay seam in the GPR data. Additional work was performed by
developing numerical earth models of a potash mine using gprMax. The generated synthetic
datasets, also served as testbed in developing the CRD algorithm. The success of this work has led
to the implementation of the novel CRD auto-picking algorithm on borer GPR software. The goal is
to continue to ensure that meaningful GPR interpretations are provided to operators during active
mining.

pp. 428-431

14:15 Anomaly Detection for IoT Networks: Empirical Study

Marwa A. Elsayed and Patrick Russell (Dalhousie University, Canada); Biswajit Nandy (Solana
Networks & Carleton University, Canada); Nabil Seddigh (Solana Networks, Canada); Nur Zincir-
Heywood (Dalhousie University, Canada)
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The Internet of Things (IoT) actively transforms physical objects, including portable, wearable, and
implantable sensors, into an information ecosystem that enriches the technology and data in every
aspect of life. This paper examines two anomaly detection approaches: novelty and outlier, for IoT
networks. In this respect, we leverage four unsupervised learning algorithms, namely Isolation
Forest (IF), Local Outlier Factor (LOF), One-Class Support Vector Machine (OSVM), and
variational encoder (AE), on four publicly available IoT datasets. The experiments reveal that by
embracing the novelty approach by considering only pure benign data for training, the AE model
achieves a high F1-score and AUC up to 97% and 0.97.

pp. 432-437

Tuesday, September 26 13:15 - 14:55 (America/Regina)

TA2: Communication 1

Room: Campania A
Chair: Steven F. T. Porretta (Defence Research and Development Canada & Carleton University,
Canada)
13:15 A Novel Underwater Packet Flooding Protocol

Steven F. T. Porretta (Defence Research and Development Canada & Carleton University, Canada);
Evangelos Kranakis and Michel Barbeau (Carleton University, Canada); Aaron Webstey (Defence
Research and Development Canada, Canada); Stephane Blouin (DRDC, Canada)

Underwater acoustic communication networks often experience significant challenges that are
induced by the oceanic medium. This medium often causes changes in communication topology
that make advanced routing techniques out of reach for many current technologies. For this reason
Underwater Acoustic Sensor Networks (UASNs) often apply flooding, or restricted flooding,
protocols to perform information diffusion tasks. The DFLOOD protocol is one of the most
successful restricted flooding protocols used in UASNs. This work presents DFLOOD+; a protocol
that improves on the duplicate counting and delayed forwarding methods of the DFLOOD protocol.
DFLOOD+ is shown to produce a 42.3% mean reduction of duplicate messages when compared to
DFLOOD in a network-layer simulation.

pp. 438-443

13:35 Analysis of Experimental Data Fusion Schemes for Underwater Communication over a

Hydrophone Array

Ahmad Traboulsi and Michel Barbeau (Carleton University, Canada); Stephane Blouin (DRDC,
Canada)

Underwater communication across long distances remains a challenging task, primarily due to
factors such as noise, geometric spreading, and multi-path propagation. These causes of signal
distortion often result in significant condtion variations, making reliable communication difficult. In
an effort to address this challenge, Defence Research and Development Canada (DRDC)
participated in a sea-trial experiment during the summer of 2021 to test the effectiveness of
UWSPR, a com- munication scheme designed for achieving reliable and narrow band
communication. The experiment involved transmitting 16 UWSPR one-minute frames near a
marginal ice zone, while an array of hydrophones placed 2.3 kilometers away from the projector
recorded the transmissions. In this paper, the results of the analysis of the recordings are presented.
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The recordings were demodulated using a novel multi-frame and multichannel strategy that
combines energy from several channels, where each hydrophone and acoustic frequency pair
defines a channel. A performance assessment of the demodulated signals is provided, demonstrating
the effectiveness of the enhanced UWSPR scheme in achieving reliable communication in the
challenging underwater environment.

pp. 444-450

13:55 A Self-Detection Gradient Descent Approach for Semi-Underground LoRa Communication

Networks in Smart Irrigation Systems

Chen Kong, Yuan Liu and Hao Liang (University of Alberta, Canada)

Wireless underground sensor networks (WUSNs) have practical applications in domains such as
military operations, agriculture, and information science. However, the large attenuation of signals
underground has always posed a challenge, especially when it involves dynamic and changing
environments. In large irrigation landscapes, the irrigation process is usually required multiple
times per day in torrid areas, and the wireless signal is highly attenuated due to soil moisture.
Consequently, communication link disconnections may easily happen and highly waste time and
energy consumption. Thus it is necessary to have a precise path loss model considering soil
moisture to ensure that the path loss does not exceed the allocated link budget. In this work, we
present a comprehensive study on the impact of soil moisture on the communication link among
underground and aboveground nodes and propose a mathematical long-range (LoRa) path loss
model that considers the complex dielectric constant of the soil. Furthermore, we develop a self-
detection stochastic gradient descent (SSGD) approach with a distributed clustering sensor network
architecture that can self-detect disconnections caused by the irrigation schedule. Based on our case
study, it is demonstrated that the SSGD approach is more efficient and reliable than the traditional
stochastic gradient descent (SGD) algorithms in high-moisture conditions for smart irrigation
applications.

pp. 451-456

14:15 iLEACH: An Improved LEACH Algorithm Using Residual Energy and MDC

Arun K Mani (University of Winnipeg, Canada); Yaser Al Mtawa (The University of Winnipeg,
Canada); Camilo E. Valderrama (University of Winnipeg, Canada)

The classical LEACH algorithm is a well-known clustering protocol for WSNs that helps to
improve the network's energy efficiency and prolong its lifetime. However, LEACH and its variants
have limitations, such as the likelihood of node failure due to uneven distribution of energy
consumption among the nodes. This paper proposes iLEACH, a modified version to improve the
network's longevity. We propose to include residual energy as a main parameter in the cluster head
formula to improve the selection process. We employ the best-fit statistical distribution to further
ensure fairness and effectiveness in the selection process. This approach helps to identify the nodes
with the most suitable residual energy levels for the cluster head role. Finally, to enhance the
efficiency of data collection, we use a mobile data collector (MDC) that can move around the
network and collect data from cluster heads, thus improving the overall energy efficiency of the
network. This modification helps to balance the energy consumption among the nodes and avoid
the likelihood of node failure, hence improving the network's longevity and overall performance.

pp. 457-462
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TA3: Computer Engineering

Room: Campania B
Chair: Kin Choong Yow (University of Regina, Canada)
13:15 A Design Iteration Towards a Multi-Modal Software System for Improving Home Care

Experiences in Saskatchewan

Tim Maciag, Trevor Douglas and SM Rizwan Islam Rhythm (University of Regina, Canada);
Ramona Kyabaggu and Cheryl A. Camillo (Johnson Shoyama Graduate School of Public Policy,
Canada)

The COVID-19 pandemic has revealed significant challenges in the structure, delivery, and
financing of long-term care (LTC) in Canada. The high number of COVID-19-related deaths among
LTC residents, who are primarily older adults with multiple underlying health conditions, has raised
concerns about the ability of LTC sites to effectively respond to the crisis. Consequently, in
Saskatchewan, where outbreaks have occurred, there is a growing interest in expanding home care
(HC) services and making investments in this area. To establish HC as a viable option for helping to
address the LTC crisis, it is crucial to assess the current state of people, processes, and technologies
involved in HC operations. This assessment aims to identify areas for improvement and enhance the
provision of HC at various levels. This paper examines the enhancements needed for current HC
processes and technologies while exploring the potential benefits of utilizing an open-data and
open-source software solution to improve HC operations in Saskatchewan. Additionally, future
research and development directions are discussed.

pp. 463-468

13:35 DedupBench: A Benchmarking Tool for Data Chunking Techniques

Alan Liu, Abdelrahman Baba and Sreeharsha Udayashankar (University of Waterloo, Canada);
Samer Al-Kiswany (University of Waterloo & Acronis Research, Canada)

Data deduplication is a technique for reducing storage space by identifying and eliminating
redundant data. The division of files into chunks is one of the key steps in the deduplication process
and directly impacts deduplication effectiveness. Despite the numerous algorithms available for
chunking, there is a limited understanding of their strengths and weaknesses in virtual machine
backup environments. We present DedupBench, a framework designed to assess the performance of
different chunking algorithms for deduplication on user-specified data. DedupBench allows for the
evaluation of chunking techniques by comparing their deduplication ratio and chunking throughput.
DedupBench incorporates a generic design, allowing for the effortless integration of additional
chunking techniques developed in the future. We evaluate four widely used chunking algorithms
using a VM-based dataset with DedupBench. Our evaluation contrasts earlier studies and
demonstrates that Asymmetric Extremum (AE) has the best deduplication efficiency for VM-based
datasets among the tested algorithms, highlighting the need to evaluate chunking techniques on
user-specified data before designing deduplication systems.

pp. 469-474

13:55 Robust Client and Server State Synchronisation Framework for React Applications: React-

State-Sync

Viral Tagdiwala, Artik Bharoliya, Parth Patel and Dhwanil Shah (Northeastern University,
Canada); Michal Aibin (British Columbia Institute of Technology, Canada & Northeastern

42



University, USA)

As the front-end web frameworks ecosystem evolves, we have encountered problems managing
client data. Not only are the solutions for this problem diverse, but the problem too has devolved
into two parts - client-side state and server-side state. The server-side state is not the same as UI
(client-side state) and should be managed differently, which leads to the problem of ensuring
synchronization between the two states. Our goal is to provide a consolidated architecture that
ensures a full sync between the two states while being performant and developer friendly. Based on
our tests against React Context API, we increased the dispatch performance by over 400%,
significantly reducing the network calls and eliminating irrelevant re-renders.

pp. 475-481

14:15 Goal-Driven Reusable Test Case Design

Ibtesam Bashir Gwasem, Weichang Du and Andrew McAllister (University of New Brunswick,
Canada)

Software non-functional properties (NFPs) play the dominants role for the acceptability of software
in the market. As in single software systems, testing NFPs in software product lines is also
important to ensure quality of software products. Research in the area of software product lines
testing has been very active over the past decade. However, the most focus of this research has been
on testing software functional properties, while testing of NFPs has not received much research
attention. In this paper we address non-functional requirements testing based on goal models.
Specifically, we proposed a methodology for reusable test case design during domain engineering
that supports early testing at the domain analysis stage to help create testable non-functional
requirements that will be used for designing effective test cases at the domain testing level. We
focus on testing of domain core components. A prototype testing system was also developed to
support testing based on the proposed methodology.

pp. 482-489

TA4: Cybersecurity 2

Room: Sorrento
Chair: Adam Tilson (University of Regina, Canada)
13:15 An RTDS-Based Early-Stage Attack Detection Mechanism for Smart Grid Networks

Ali Salehpour and Irfan S. Al-Anbagi (University of Regina, Canada)

The smart grid is a modern system that connects various elements and presents unique security
issues, such as cascading failures caused by power system component failure or cyber attacks. To
address this problem, machine learning algorithms are increasingly being employed to identify and
predict such failures. In this paper, we propose a new mechanism that uses supervised machine
learning algorithms to detect early-stage failures in smart grid networks. We use a realistic
methodology to create a dataset to train the algorithms, and the mechanism can detect failures at the
early-stages of propagation. To improve detection accuracy, we use the eXtreme Gradient Boosting
(XGBoost) algorithm and consider both power and communication network features. The
mechanism's efficacy is evaluated using the IEEE 14-bus system.

pp. 490-495
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13:35 Trust-Based Blockchain Mechanism for V2X Networks in a Smart Grid Environment

Aditya Pathak, Irfan S. Al-Anbagi and Howard Hamilton (University of Regina, Canada)

The role of Vehicle-to-Everything (V2X) networks in smart grid applications has become
increasingly important in recent years, largely due to integrating electric vehicles (EVs) with the
grid, such as charging stations, other EVs, smart homes, and grid control centers. However, the
decentralized and complex nature of V2X networks raises security concerns. Previous research
suggests using blockchain technology to mitigate these concerns. Therefore, we examine a V2X
network scenario employing a Trust-based Access control Blockchain mechanism for IoT networks
(TABI). This mechanism, when applied to V2X networks, is referred to as the Trust-based
Blockchain mechanism for V2X networks (TBVX) mechanism. We use the Hyperledger Fabric
(HLF) blockchain network and Hyperledger Composer to analyze the V2X network scenario. Also,
we use the Hyperledger caliper to evaluate the performance of TBVX in terms of throughput and
latency. Our experimental analysis shows the effectiveness of the TBVX mechanism in the V2X
network scenario.

pp. 496-501

13:55 Evaluating Security of MQTT Protocol in Internet of Things

Ayman Al-ani, Sr. (University Malaysia Sabah, Malaysia); Wong Kang Shen (Xiamen University
Malaysia, Malaysia); Ahmed K. Al-Ani (Centennial College, Canada); Shamsul Arfeen Laghari
(Universiti Sains Malaysia, Malaysia); Omar Elejla (IUG, Palestine)

The Internet of Things (IoT) has revolutionized the way people interact, communicate, and perform
daily activities in various domains ranging from households to industries and cities. MQTT is one
of the commonly adopted protocols for implementing IoT. However, IoT systems that are
connected through MQTT are susceptible to security breaches as MQTT was not originally
designed with security as a priority. The credentials and messages transmitted in plaintext by
default, thereby compromising data confidentiality and integrity. This study presents a
comprehensive analysis of the MQTT protocol, including experimentation on an MQTT system
using various cryptographic implementations, such as AES-CBC, RSA, and ECC AES Hybrid
Scheme, to assess the processing time and message size. The findings indicate that payload
encryption increases processing time and message bytes. Among the cryptographic
implementations, RSA incurs the highest processing time, followed by ECC AES Hybrid Scheme
and AES-CBC. Furthermore, the study demonstrates the effectiveness of attack prevention between
standard MQTT and secured MQTT implementations by simulating various IoT attacks, such as
black-box penetration attack, identity spoofing, DoS attack, and MITM attack. The results and
subsequent discussion provide insights that answer the research question, revealing the
cryptographic algorithms that result in the most overhead on the standard MQTT implementation
and their capacity to resist common attacks.

pp. 502-509

14:15 Demystifying Canada's Artificial Intelligence and Data Act (AIDA): The Good, the Bad and

the Unclear Elements

Aoun E Muhammad and Kin Choong Yow (University of Regina, Canada)

In an effort to modernize federal privacy laws, the Canadian government introduced Bill C-27 on
June 16, 2022. This bill encompasses three acts, among them the noteworthy Artificial Intelligence
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Data Act (AIDA). AIDA, along with the CPPA (Consumer Privacy Protection Act), forms part of
Bill C- 27, under the legislative initiative named the Digital Charter Implementation Act, 2022.
This landmark legislation signifies Canada's inaugural step toward regulating artificial intelligence
(AI). Consequently, it is imperative for Canadian researchers to stay informed about this nascent
proposal. This paper delves into the salient aspects of Canada's proposed Artificial Intelligence and
Data Act, shedding light on both its addressed and overlooked facets.

pp. 510-515

Tuesday, September 26 14:50 - 15:20 (America/Regina)

B4: Afternoon Break

Tuesday, September 26 15:20 - 17:00 (America/Regina)

TE1: Machine Learning 6

Room: Umbria
Chair: Irfan S. Al-Anbagi (University of Regina, Canada)
15:20 Statistical and Data Analytics Approaches to Parameter Tuning for Enhancing QoS of E-

Banking Transactions: A Case Study of Sample Bank

Hooman Razavi (Tecnologico de Monetrrey, Mexico); Mohammad Reza Jamali (Pulsware Co.,
Iran); Morvaridsadat Emsaki (Tecnologico de Monetrrey, Mexico); Fatemeh Gholian-Jouybari
(Tecnologico de Monterrey, Mexico); Hossein Bonakdari (University of Ottawa, Canada); Mostafa
Hajiaghaei-Keshteli (Tecnologico de Monterrey, Mexico)

As e-banking networks have advanced rapidly, the majority of financial transactions are conducted
through the use of credit cards. A number of qualitative indices, including error rate and response
time, are influenced by the performance of each node in the transaction process. This study
examines the issue of tuning the time-out between a sample bank's switch and core systems using
statistical data analysis. By analyzing the transaction data of three years and applying a statistical
parameter tuning approach, resources can be allocated effectively to prevent errors and delays,
thereby improving the QoS of e-banking. Moreover, this approach can be applied to other banks or
payment systems to enhance performance without requiring significant hardware modifications.
Results from the parameter tuning, based on analyzing data, showed a considerable improvement in
the error average and variance and an increase in bank switch capacity, which was confirmed by
statistical analysis and the central bank's reports.

pp. 516-521

15:40 Classification of Parkinson Disease with Feature Selection Using Genetic Algorithm

Mahnoor Iftikhar (Ghulam Ishaq Khan Institute of Engineering Sciences and Technology,
Pakistan); Raja Hashim Ali (Giki, Pakistan); Nisar Ali and Abdul Bais (University of Regina,
Canada)

Parkinson's disease is a complex neurological disorder that affects various neural, behavioural, and
physiological systems. To provide optimal treatment and improve patient outcomes, an accurate and
early diagnosis is essential. This study explores the use of Artificial Intelligence techniques to
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diagnose Parkinson's disease. The study utilizes four machine learning classifiers: Decision Tree,
Logistic Regression, Random Forest, and K-Nearest Neighbors, along with a Genetic Algorithm
(GA) for feature selection. The study highlights the effectiveness of GA in selecting the most
relevant features from a large dataset. Comparative analysis of the classifiers reveals that the
Random Forest classifier, combined with Genetic feature selection, performs the best in terms of
accuracy, with an accuracy rate of 93.88%. This research contributes to the growing field of
machine learning-based diagnostic tools for neurological disorders and provides valuable insights
for the development of accurate, powerful, and patient-focused diagnostic tools for Parkinson's
disease.

pp. 522-527

16:00 Enhancing Traffic Management with YOLOv5-Based Ambulance Tracking System

Ankurbhai Harshadbhai Patel (Charotar University of Science and Technology, Changa &
Chandubhai S Patel Institute of Technology, Changa, India); Sheshang Degadwala (Sigma Institute
of Engineering, India); Dhairya Vyas (The Maharaja Sayajirao University of Baroda, India)

Effective traffic management plays a vital role in improving emergency response times and
ensuring the efficient movement of vehicles on roadways. In this study, we propose an innovative
approach to enhance traffic management through the implementation of a YOLOv5-based
Ambulance Tracking System. The YOLOv5 algorithm, known for its high-speed and accurate
object detection capabilities, is employed to track ambulances in real-time. By leveraging the power
of computer vision and deep learning, our system provides precise and reliable tracking of
ambulances, allowing traffic authorities to make informed decisions and take proactive measures to
facilitate their smooth passage. The proposed system offers significant benefits such as reduced
response times for emergency vehicles, minimized traffic congestion, and improved overall road
safety. Through experimental evaluations, we demonstrate the effectiveness and efficiency of our
YOLOv5-based Ambulance Tracking System in various traffic scenarios. The results highlight its
potential to revolutionize traffic management and emergency services, ultimately saving valuable
time and lives.

pp. 528-532

16:20 Quantifying the Financial Impact of Cyber Security Attacks on Banks: A Big Data

Analytics Approach

Hooman Razavi (Tecnologico de Monetrrey, Mexico); Mohammad Reza Jamali (Pulseware Co.,
Iran); Morvaridsadat Emsaki (Tecnologico de Monetrrey, Mexico); Ali Ahmadi (KNTU, Iran);
Mostafa Hajiaghaei-Keshteli (Tecnologico de Monterrey, Mexico)

The banking industry is a frequent target of security attacks, and DDoS attacks are among the most
common types that can cause significant financial losses. In this paper, we present a big data
analytics approach to analyze 33.4 billion transactions of a sample bank over five years, identifying
transaction types, acquiring terminals, and expected income. We estimate the demand load pattern
during DDoS attacks' downtime and lost opportunities using pattern recognition. Our findings show
that a DDoS attack can cost several thousand dollars per hour of downtime, which varies across
different days and times. Our study contributes to the literature on the financial impact of security
attacks on banks and has implications for developing more effective security measures. By
providing a comprehensive and accurate approach to estimating the business cost of security
attacks, big data analytics can help banks mitigate operational risks and improve their cybersecurity
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posture.

pp. 533-538

TE2: Communications 2

Room: Campania A
Chair: Muhammad Jaseemuddin (Toronto Metropolitan University, Canada)
15:20 Network Traffic Classification Using Distributed ML-Based Data Parallelization Approach

Muhammad Musa K Abid Hussain, Muhammad Jaseemuddin and Rasha Kashef (Toronto
Metropolitan University, Canada)

The large datasets related to network traffic flow classification in the internet benefit machine
learning (ML) and deep learning (DL) models for more accurate classification, which is used in
many applications such as in detecting traffic anomaly for prevention of potential cyber-attacks.
Data Parallelization allows for faster training times on large datasets as shown in our results, and it
is also beneficial in the cloud-edge environment by allowing efficient distribution of computation
and data across multiple nodes. We deployed Convolutional Neural Network (CNN), Long Short-
Term Memory (LSTM), advanced hybrid Convolutional LSTM (ConvLSTM), Convolutional GRU
(ConvGRU), and XGBoost algorithm using Data Parallelization approach. The experimental setup
was implemented in the cloud and parallel training was executed using Nvidia Tesla Graphics
Processing Units (GPUs). Lastly comparison of the performance metric results is presented between
the non-parallel centralized (single node) and data parallel distributed approaches.

Presenter bio: Muhammad Jaseemuddin received B.E. from N.E.D. University of Engg. & Tech.,
Karachi, Pakistan, in 1989, M. S. from The University of Texas at Arlington in 1991, and Ph.D.
from The University of Toronto in 1997. He worked as a post-doctoral research fellow in the
Network Architecture Lab at The University of Toronto on Network Management using Virtual
Network. He worked in Advanced IP group and Wireless Technology Lab (WTL) at Nortel
Networks from 1998 to 2001. He worked on Wireless Service Delivery Platform and UMTS VHE
prototype for mobile service delivery. He contributed to the development and implementation of
Open IP suite of IP protocols. In WTL, he worked on QoS, Routing and Handover issues in mobile
wireless IP access network. He has been in the faculty of Ryerson University since 2002, where he
is currently a Professor in the department of electrical, computer and biomedical engineering. His
research interests include IP mobility, IP traffic engineering, routing protocols, multi-hop mobile
wireless networks vertical system integration, routing for multi-hop wireless networks with smart
beamforming antennas, and multicast routing, caching.
pp. 539-546

15:40 Exploring HTTPS Certificate Ecosystem: Analyzing the Entire IPv4 Address Space

Sina Keshvadi (Thompson Rivers University, Canada); Yogesh Sharma (University of Regina,
Canada)

HTTPS is a widely used protocol for secure communication on the web, relying on the TLS
protocol for encryption and authentication. In this study, we conducted a large-scale measurement
on the entire IPv4 address space to analyze the TLS certificate ecosystem used in HTTPS. Over
eight consecutive days, we found 46.80M hosts with an open 443 port, of which 33.36M (71.2%)
successfully completed a TLS handshake, and we collected 27.88M unique SSL/TLS certificates.
This paper presents an overview of the certificate status and distribution, including the prevalence
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of untrusted and expired certificates. We found that TLS 1.2 is still widely used, accounting for
53.90% of all TLS protocol usage, while TLS 1.3 has shown a significant increase in usage,
reaching 43.21% of all TLS protocol usage. Our study also investigates the certificate authorities
that issued the certificates, revealing a diverse set of organizations, with Let's Encrypt being the
most prominent one. We compare our results with a study conducted a decade ago to examine the
changes in the TLS certificate ecosystem. The findings have significant implications for internet
security and highlight the need for improved certificate management and monitoring practices.

Presenter bio: Sina Keshvadi is an Assistant Professor at Thompson Rivers University, specializing
in Computer Networks, Network Security, and Internet Security Measurement.
pp. 547-552

16:00 Trajectory-Based User Tracking and Beam Assignment in a Hallway Using Phased Array

Antenna

Md Thouhidul Islam Chowdhury and Raman Paranjape (University of Regina, Canada)

In this study, we present a phased array antenna system for trajectory-based user tracking and beam
assignment in a hallway. We suppose that the antenna array covers all three of the predetermined
paths in the hallway and that there are three of them. To enhance communication quality and lessen
interference, the system aims to identify which user is on which trajectory and assign a beam to
each user. We combine a number of signal processing strategies, such as beamforming and user
tracking algorithms, to accomplish this. While the user tracking algorithm uses data from antenna to
estimate the location and movement of users within the hallway, the beamforming technique is used
to create directional beams that are directed towards each trajectory. Our evaluation of the proposed
system demonstrates its capability to precisely track users and allocate beams depending on their
placement inside the predetermined trajectories. The findings show that when compared to current
techniques, the suggested system is able to enhance signal quality and decrease interference. The
system can assist increase the dependability and effectiveness of wireless communication in these
contexts by precisely tracking users and allocating beams based on their location within the
hallway.

pp. 553-557

TE3: Signal Processing

Room: Campania B
Chair: Alireza Esmaeilzehi (University of Toronto, Canada)
15:20 Development of an Efficient ECG and PPG Signal Processing-Based Spoof Detection System

Using Convolutional Neural Networks

Fatemeh Sadat Mousavi, Alireza Esmaeilzehi and Dimitrios Hatzinakos (University of Toronto,
Canada)

Biometric authentication systems have a large range of applications in the real-life situations. These
systems receive various types of signals from the biometric sensors and process them efficiently in
order to determine their authenticity. However, these systems are often vulnerable to the biometric
spoof signals that are synthetically generated. In view of this, the design of the efficient spoof
detection methods for the biometric authentication systems is of paramount importance. There exist
various biological signal processing-based biometric authentication systems that use the
combination of electrocardiogram (ECG) and photoplethysmogram (PPG) signals for performing
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their operations. In this paper, we propose a novel spoof detection method for the ECG and PPG
signal processing-based biometric authentication systems that is able to reliably detect the spoof
signals from the authentic ones. Specifically, the proposed method utilizes two stages, which the
first stage involves in obtaining the authenticity status of the ECG and PPG signals separately using
the convolutional neural networks and the Bayes classifier. In the second stage of the proposed
scheme, the spectro-temporal features of the ECG and PPG signals are extracted in order to further
enhance the performance of the task of spoof detection. It is shown that our spoof detection system
is able to provide a high performance on the benchmark dataset of the biometric applications.

pp. 558-563

15:40 Methods to Increase Capacitance in a Gap-Coupled Coaxial Resonator to Perform

Dielectric Characterization Using Reflected Group Delay

Gaurav Walia (University of Regina & None, Canada); Paul Laforge (University of Regina,
Canada)

This paper presents two different methods to increase the capacitance in a gap-coupled coaxial
resonator for characterizing dielectric materials. The increased capacitance allows the dielectric
characterization of materials over a wider range in terms of dielectric constant and loss tangent. A
resonator employing the methods to increase capacitance is designed using ANSYS Electronics
Desktop. Simulation results are used to demonstrate the effect of these methods in dielectric
characterization of materials with dielectric constant in the range of 2.1 to 7.1, and loss tangent
from 0.001 to 0.03. Testing is done to determine dielectric constant and loss tangent of coffee and
rice to extend the characterization of dielectric to food materials.

pp. 564-569

16:00 Modelling the Relationship Between the Objective Measures of Car Sickness

Oluwaseyi Elizabeth Shodipe and Robert S Allison (York University, Canada)

Car sickness is anticipated to occur more frequently in self-driving vehicles because of their design,
especially the electronics and seating arrangements optimized for work and entertainment.
Therefore, mitigating motion sickness is a crucial research area that is essential to the effective use
of electronics in autonomous vehicles and, ultimately, their broad adoption. An investigation using
machine learning techniques in combination with physiological measures (electrocardiogram,
electrodermal activity and head movement) was done to detect and predict the severity of car
sickness. A total of 40 adults (20 male and 20 female) were exposed to two 20-minute rides on a
motion-base simulator, one while reading and one while performing no task. Car sickness incidence
and severity were subjectively measured during the conditions using the Fast Motion Sickness
Scale (FMS) questionnaire every two minutes and the Simulator Sickness Questionnaire (SSQ) at
the beginning, midpoint and end of the experiment. Car sickness symptoms were successfully
elicited in 31 participants (77.5%) while avoiding simulator sickness. Head movement had the
strongest relationship with car sickness, and there was a moderate correlation between heart rate
and skin conductance, and with a subset of participants, heart rate had a moderate correlation with
car sickness. A classification score of 77% distinguishing between motion-sick and non-motion-
sick participants was found using the random forest model. Overall, the findings suggest that
physiological measures alone cannot be relied upon to reliably detect or predict the onset or severity
of car sickness in real-time.
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pp. 570-575

TE4: Green Technology

Room: Sorrento
Chair: Lei Zhang (University of Regina, Canada)
15:20 Multi-Timescale Stochastic Electrical and Thermal Energy Management for Sustainable

Communities with Wastewater Treatment Plants

Siyao Ma and Hao Liang (University of Alberta, Canada); Myrna Bittner (RUNWITHIT
Synthetics, Canada)

Renewable energy sources and energy storage systems have been considered promising solutions to
improve the sustainability of the current society, where energy management is essential for ensuring
the efficiency and reliability of energy systems. This paper investigates stochastic energy
management of sustainable communities connected to smart distribution systems. The proposed
sustainable community incorporates multiple renewable energy sources (RES), various energy
storage devices, an innovative wastewater treatment plant, and a neighboring smart building.
Considering the randomness of the electric load, wastewater flow, RES, and weather conditions,
this optimal energy management problem is formulated based on the multi-timescale Markov
decision process, where the objective is to minimize the total operating cost of the community while
mitigating the impacts on the smart distribution system. The proposed energy management scheme
is evaluated based on the IEEE 33-Bus Test Feeder, as well as real data of weather conditions,
modeling for wastewater generation, photovoltaic (PV) and hydropower generation.

pp. 576-582

15:40 Technology and Economic Analysis of Second-Life Batteries as Stationary Energy Storage:

A Review

Kaila Neigum and Zhanle Wang (University of Regina, Canada)

With global warming on the rise, the push for zero emission transportation continues to grow. The
transportation sector's solution to these increasing concerns introduced society to electric vehicles
(EVs) as a replacement for traditional internal combustion engine (ICE) vehicles. Although the idea
of EVs seems conspicuous, the problem is more complex than it seems. EVs come with an
undeniable problem, battery decommission and disposal. However, this possibly offers a unique
opportunity if research continues in its current direction. An exclusive characteristic to EV batteries
is their requirement to deliver power in such a way that the vehicle can accelerate quickly and drive
extended distances. These demanding applications mean the battery has to be at a sufficient state of
health (SOH) to deliver satisfactory results. Once a battery's SOH reduces to a level that is no
longer adequate, it must be retired from the EV. The EV population has grown significantly and is
forecasted to continue growing exponentially, thus coming with the accumulation of retired
batteries. Serious concerns are drawn to the handling of such batteries. However, research shows
that there is promising repurposing that can give retired EV batteries a second life, referring to them
as second life batteries (SLBs). Research in this area is ongoing to realize concerns about
performance and cost compared to using new batteries in various applications, under a variety of
conditions.

pp. 583-587
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16:00 Electric Vehicle Charging Station Infrastructure: A Comprehensive Review of Technologies,

Challenges, and Mitigation Strategies

A k m Yousuf, Zhanle Wang, Raman Paranjape and Yili Tang (University of Regina, Canada)

The increasing popularity and rising number of electric vehicles have resulted in extensive demand
for efficient, reliable, and effective infrastructures of electric vehicle charging stations (EVCSs).
However, the development and implementation of such infrastructure pose severe challenges
towards the power quality, security, and stability of the power system. This paper presents a holistic
understanding of the challenges, mitigation approaches, and available technologies and protocols
related to EVCS network deployment. This review aims to provide insights to develop sustainable
and efficient EVCS infrastructure while overcoming the challenges and optimizing the benefits.

pp. 588-592

16:20 Analysis of Electrochemical Ammonia Production Rate via Smoothing Filters for Solar

Energy Storage

Miswar A Syed (University of Waterloo, Canada); Osamah Siddiqui (University of British
Columbia, Canada); Mehrdad Kazerani (University of Waterloo, Canada); Muhammad Khalid
(King Fahd University of Petroleum and Minerals, Saudi Arabia)

Solar power is a widely used renewable energy technology that is going to play a key role in the
clean energy transition. To address the solar power intermittency problem, battery energy storage
systems are integrated into the grid such that the excess photovoltaic energy can be stored for later
use. However, batteries suffer from energy degradation and therefore storing energy in the form of a
chemical fuel helps in overcoming this challenge. Energy storage in the form of hydrogen is an
option, but hydrogen is linked with high flammability, poor volumetric density, and high storage
costs. Alternatively, ammonia addresses several issues associated with hydrogen. Excess solar
energy can be stored in the form of ammonia via the direct electrochemical ammonia synthesizer
(EAS). Accordingly, it is crucial to assess the ammonia production requirements as it directly
determines the EAS capacity requirements and the overall system costs. Additionally, there is a loss
of efficiency with an increase in ammonia production. This study proposes the utilization of power
smoothing filters to assess the ammonia production rates of the EAS as well as the nitrogen and
hydrogen input requirements. Sliding window filters such as the moving average, moving mean,
and moving regression (MR) filters have been utilized to determine the excess solar power available
for ammonia production. Simulation results conclude that the power tracking capability of the
smoothing filters has a direct impact on the EAS ammonia production rates. Overall, the MR filter
has superior power tracking thereby resulting in lower EAS capacity requirements and thus reduced
system costs.

Presenter bio: Miswar Syed is a first-year master’s student in the Department of Electrical &
Computer Engineering at the University of Waterloo. He is an IEEE member, Student Energy
Fellow, member of the Waterloo Institute for Sustainable Energy (WISE), and a TEDx Speaker.
Miswar has received multiple awards including the 2023 IEEE Power & Energy Society
Outstanding Student Scholarship. He is a passionate researcher interested in renewable energy,
energy storage, green hydrogen, and ammonia. He is a published author and has presented at
international IEEE conferences in Australia, Switzerland, Spain, Finland, Saudi Arabia, and India.
Furthermore, Miswar has experience working in Fortune 500 and startups in the clean energy space.
As an inventor and co-founder of a cleantech startup, Miswar strongly believes that startups will
play a crucial role in achieving a successful clean energy transition.
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Wednesday, September 27

Wednesday, September 27 9:00 - 16:30 (America/Regina)

All Day Tour - Estevan: SaskPower Boundary Dam Power Station Tour, Estevan, SK

All Day Tour - Saskatoon: Canadian Light Source Tour - Saskatoon

Join us for an afternoon in the beautiful city of Saskatoon for a tour at the Canadian Light Source! The
Canadian Light Source is the only synchrotron in Canada and one of the largest scientific infrastructure
investments in our country's history. The Canadian Light Source (CLS) is one of the largest science
projects in Canada's history. The facility speeds up electrons to produce intensely bright synchrotron
light that allows scientists to study materials at a molecular level. Over 1,000 researchers from around
the world use the CLS every year. On your tour, you'll learn about the history, how the machine works,
and examples of how researchers have used the facility to conduct groundbreaking research in the fields
of health, agriculture, the environment, and advanced materials.

Wednesday, September 27 9:30 - 11:30 (America/Regina)

Half Day Tour - Morning: SaskPower Grid Control Centre and Slip Simulator

The one of a kind control centre, located in Regina SK, employs approximately 65-75 people who are in
charge of 14,000 kilometres of transmission lines in the province. This facility monitors and predicts the
power usage for the province of Saskatchewan and subsequently determines the plan of how the
province receives the power it needs. The SaskPower "slip simulator" offers a unique experience for
workers and is used to help individuals learn to walk on ice and slippery surfaces safely. This part of the
tour will include a short presentation on the slip simulator and discussion on SaskPower's experience
with the training and the trends noted since implementation. Participants of the tour will be invited to
participate in experiencing the slip simulator first-hand, please be aware that time may be limited to
participants.

There is no cost for this tour. There will be two opportunities to take this tour, once in the morning and
once in the afternoon. Participants will receive transportation departing/returning to the Delta Hotel for
the SaskPower Grid Control Center tour. The maximum capacity for this tour is 24 participants. Please
take note of the hazard acknowledgment linked here for participants wishing to take part in experiencing
the slip simulator.

Half Day tour - Morning: SaskTel's Telco Cloud Journey and the enablement of 5G

Wednesday, September 27 13:30 - 15:30 (America/Regina)

Half Day Tour - Afternoon: SaskPower Grid Control Centre and Slip Simulator

Half Day Tour - Afternoon: SaskTel's Telco Cloud Journey and the enablement of 5G
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