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Abstract:

Model predictive control (MPC) has proven to be a promising method to exploit energy saving potentials in
building energy systems. However, they are not widespread in practice due to high hard- and software require-
ments, high computational effort, and missing trust and know-how among practitioners. Approximate MPC
can address these challenges by replacing the hard- and software-intensive optimization program by black
box models. Machine learning models such as Atrtificial Neural Networks or tree-based algorithms have been
widely investigated by the scientific community. However, a comparison of Artificial Neural Networks with ad-
vanced tree-based models like Random Forest and Gradient Boosting is still missing. In addition, the relation
between the models’ training and the resulting control performance has not yet been assessed. We close
these gaps by investigating the optimal control based on an MPC of a PV-battery system in a non-residential
building. The MPC optimizes the battery’s power based on a preceding peak load optimization. The MPC is
imitated by three machine learning models, namely, an Artificial Neural Network, a Random Forest, and Gradi-
ent Boosting, whose performance is subsequently evaluated open- and closed loop. While Gradient Boosting
results in the highest open-loop performance with an R? of 0.83, it deviates more significantly from the optimal
control trajectory than, e.g., the Artificial Neural Network. Nonetheless, Gradient Boosting even outperforms
the teacher MPC when considering the system’s annuity. This is explained by its ability to push beyond the
peak load constraints which are set within the optimization. A rule-based backup controller is, therefore, in-
cluded for all approximator-based controllers. Based on this, the approximators result in a peak load reduction
between 5 % and 7 % compared to the benchmark and a change in annuity between —1 % and 4 % compared
to the MPC. To summarize, all approximators can retain most of the MPC’s advantages but do not surpass its
overall performance.
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1. Introduction

In 2022, the United Nations Environment Program published its global status report for the buildings and con-
struction sector, highlighting the need for immediate action to cut emissions [1]. Following a slowdown caused
by the global pandemic, the CO, emissions from building operations in 2021 even exceeded their all-time max-
imum of 2019 by 2 %. When taking into account the emissions of building material production, buildings made
up around 37 % of the global CO, emissions in 2021 [1]. In addition to investing in refurbishment strategies,
optimizing building energy system operation can contribute to the goal of an emission-free building sector by
2050 [1,2].

Model predictive control (MPC) as a representative of advanced control methods has proven to optimize build-
ing operation tremendously. In a review study, Drgona et al. [2] find that the realized energy savings range
between 15% and 50 % based on selected case studies [3—6]. MPC is also a valuable method for providing
grid flexibility services by, e.g., exploiting price incentives or providing demand response services [2]. The lat-
ter is crucial for future grid operation as the building sector will be electrified and, hence, interact with the grid
more intensely. However, despite its significant potential MPC is not widespread in practical applications. The
reasons lie in the high requirements of hard- and software and data infrastructure, missing know-how among
the operating personnel, time-consuming modeling and maintenance, and network and privacy security con-
cerns [2,7—-10]. This is why conventional rule-based and PID controllers are still state-of-the-art in nowadays
buildings. A method that bridges the gap between the performance of MPC applications and the simplicity of
rule-based controllers is approximate MPC. The idea is to imitate the MPC’s output using black box models.
The MPC serves as a teacher that generates training data. The implicit MPC-based controller is finally re-
placed by an explicit controller [11]. The black-box-based explicit controller requires less advanced hard- and
software as well as data infrastructure. The used black box models in building energy systems range from
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simple linear regression models [9, 12], over decision trees [11,13—-16] to sophisticated machine learning mod-
els like Artificial Neural Networks (ANNs) [11,17-20]. These so-called approximator-based controllers have
proven to retain most of the MPC’s performance while significantly reducing the required computational effort
and processing time [11]. In this context, decision-tree-based approximators are favorable as they resemble
the rule-based controller-like “if-condition-then-action” structure and, hence, promote comprehensibility and ad-
dress the challenge of missing know-how. However, decision trees tend to overfit data and are very sensitive to
input data [21]. Consequently, advanced methods like ANNs are often selected as approximators [11,19, 20].
High-performing ensemble methods like Random Forest (RF) and Gradient Boosting (GB) can address the
decision trees’ disadvantages of overfitting. However, to the authors’ best knowledge, studies investigating
high-performing, tree-based machine learning algorithms like RF and GB in the context of approximate MPC
are still missing. Furthermore, even though approximate MPC has been successfully applied to building en-
ergy systems, there exists no use case focusing on a grid-connected PV-battery system as a part of a building
energy system.

In contrast to that, the scientific community has come up with related methods targeting purely grid-related
challenges. Smart grids will play a key role in the energy transition to guarantee safe grid operation. The
underlying concept is referred to as the optimal power flow problem, which can focus on AC- and DC-based
applications. Here, the main challenge lies in the real-time solution of a highly complex optimization problem
that optimizes power flows in a grid, e.g., the optimal power that a set of generators have to produce [22—-25].
[23] and [24], e.g., both focus on an AC optimal power flow problem. For example, Zamzam et al. [23] learn the
mapping of system loading and optimal generation values using an ANN serving as an input for the subsequent
power flow solver. Doing so, they speed up the calculation process by a factor between 8 and 15 while still
achieving near-optimal results compared to directly solving the optimal power flow problem. Furthermore, the
authors of [24] approximate the cost function and give a feasibility prediction for the AC optimal power flow
problem. Again, the accuracy is high and the computational effort is reduced significantly. As approximators,
they compare the performance of linear regression, piecewise regression, Gaussian Processes, and ANNSs.
Apart from that, [22] use graph NNs and [25] test deep NNs, and obtain similar trends for an AC and DC
optimal power flow problem, respectively. The aforementioned grid-focused studies all apply their method to
simplified use cases and learn the output of static optimal power flow problems. De Jongh et al. [26] are the
first to use ANNs to learn a dynamic MPC-based problem of a smart distribution grid. The distribution grid
covers 15 nodes and 13 households and considers electric vehicles and heat pumps. The MPC optimizes the
power schedule for all flexible devices. The ANN is trained based on a full-year simulation with three months
of testing. This time, the closed-loop performance is evaluated and, again, near-optimal results are achieved
with a 55 times quicker processing time.

In addition to these aspects, the training process for the approximators differs significantly among the studies.
While the grid-focused studies generate randomized training samples using distribution assumptions for their
inputs [22,24,25], the building-focused ones tend to use closed-loop operation results [11,12,14]. The training
performance is usually evaluated open-loop, i.e., the true and predicted outputs are compared without system
interaction. However, it is unclear how the open-loop performance affects the closed-loop one, which we
identify as an additional research gap.

1.1. Contributions and structure of this study

To summarize, the state of research highlights that approximate MPC applications are promising for building
energy systems. However, we detect a gap in studies focusing on building energy systems while considering
their interaction with the grid. In addition, studies are missing that compare sophisticated machine learning
models like ANNs to advanced tree-based ones like RF and GB. Furthermore, the scientific literature has not
yet presented a detailed investigation of the relation between the open- and closed-loop performance.

This study closes these gaps through the following aspects:

» We present a PV-battery system of a non-residential building in Berlin, Germany (see subsection 2.1.).
The battery’s operation is optimized based on an MPC, used as teacher MPC, that has been presented
in previous work [27] (see subsection 2.2.).

» The teacher MPC is taken as a training basis for three machine learning models, namely, an ANN,
an RF, and GB. They are trained based on a full-year simulation of the MPC-controlled system (see
subsection 2.4.).

* section 3. presents the open- and closed-loop performance of these approximators, which are used as
substitutes for the MPC. For this, we define open- and closed-loop metrics (see subsection 2.5.).

We finally discuss the relation between the open- and closed-loop performance as well as the comparison
of the machine learning models in section 4., conclude our findings (see section 5.), and give an outlook
into future work (see section 6.).
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By investigating these aspects, we try to answer the two following research questions in the context of approx-
imate MPC:

1. Can advanced tree-based machine learning models outperform the most prominent Artificial Neural Net-
work?

2. Is there a correlation between open- and closed-loop performance?

2. Methodological approach
2.1. Use case: PV-battery system of a non-residential building

The use case is the electrical system of a laboratory and office building in Berlin, Germany. Figure 1 illustrates
the central components and their interaction. The energy supply for heating, ventilation, and air conditioning
(HVAC) is solely based on electricity. A battery energy storage system aims at reducing potentially arising
peak loads and maximizing the electricity generation of the PV power plant. In addition to the demands caused
by the HVAC system, the electrical load of the building contains the electricity consumption of the building’s,
i.e., its tenants’, equipment (servers, laboratory equipment, etc.) and lights. The overall system can exchange
electricity with the grid.

PV Grid

AC-DC

DCDC | T Eﬂ

Battery

Figure 1: Use case: electrical system setup of the non-residential building including a battery energy storage
system, a PV power plant, the building load, and the grid.

The building’s electrical loads have been simulated using Modelica as a modeling language. The underlying
toolchain to obtain realistic electrical profiles has been presented in [28]. The simulated electrical load is
illustrated in Figure 2. The resulting maximum electrical load of the building is 955 kW, the battery’s capacity
is 2500 kWh and its maximum discharging and charging power is 1250kW. The PV power plant has a peak
power of 500 kWp.

2.2. Model predictive control and data base

In Figure 3, the MPC and AMPC toolchain is illustrated. The target system, which is described in subsec-
tion 2.1., is simulated in the modeling language Modelica using the functional mock-up interface. The battery’s
charging and discharging powers are the manipulated variables that are transferred using the open-source
Python package fmpy. For every iteration, these manipulated variables are optimized by an mixed-integer lin-
ear program (MILP). The MILP is formulated in the Python-based optimization modeling language Pyomo [29].
Based on perfect forecast of the disturbances, the battery’s state of charge and other state variables, the
optimization is solved for two different prediction horizons, resulting in an hierarchical structure. The upper
optimization layer is a full-year optimization that determines the optimal electrical peak. This electrical peak
is subsequently transferred as a constraint to the second optimization stage that follows the receding horizon
scheme. Here, a prediction horizon of 16 h and a timestep of 900 s are applied and the control loop is repeated
on an hourly basis. The lower layer optimization optimizes the battery’s power based on the PV generation, the
building load, as well as economic boundary conditions, such as the electricity price. Since the MPC-based
battery operation deals with different sources of revenue, we refer to it as multi-use PV-battery system. Further
details on the MILP and the hierarchical MPC are presented in [27].
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Figure 2: Simulated electrical building load for an exemplary week (top) and the first 6 months (bottom).

The perfectly predicted disturbances comprise:
» Weather forecasts: Ambient temperature, global irradiation, and wind speed to compute PV power
output based on standardized test reference years [30]

» Real time electricity prices: Time-varying EEX electricity prices of 2019 are taken as a basis [31].

« Electrical building load: The electricity consumption of the building is simulated in the modeling lan-
guage Modelica using typical user profiles [28, 32].

This study’s aim is to replace the implicit optimization-based controller by an explicit black-box-model-based
one. Therefore, we use the open-source machine learning package scikit-learn [33].

Predictions f 1
Optimization ' Approximation
@ MILP i

Machine Learning
Initializing ‘;/‘

N
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P4 Language
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Figure 3: MPC and approximate MPC framework and control loop that calculates the battery’s charging PEA™"

and discharging powerP2"™" 1o the simulation model for each timestep k. Based on measurements like the
battery’s state of charge SOCEAT, the next iteration starts.
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2.3. Feature construction and selection

The general approach for approximate MPC is to provide the MPC'’s input data for the approximator so that
it can learn the MPC’s output. However, it is recommended to include additional features that support the
imitation learning process. For the present study, 14 features have been selected, which are derived based on
sensitivity analyses and listed in Table 1. The features comprise measurement data (simulated), set points of
a former optimization, synthetic data, and disturbance predictions. The measurements of the previous k — 1
timestep are used to predict the next timestep’s k output. Among these measurements are the simulated
battery charging or discharging power, its SOC, the cells’ temperatures, the voltage as well as the power
from or to the grid. Furthermore, the top layer optimization’s computed optimal peak load of timestep k as
well as future timesteps serves as input to the approximators. In addition to the measurements, disturbance
predictions for 64 timesteps are included, standing for a time period of 16 h, i.e., the MPC'’s prediction horizon.

Table 1: Overview over features selected to predict the MPC’s output.

Feature timestep Type
Power of battery (charge or discharge) k-1 Measurement
State of charge of battery k-1 Measurement
Temperature of battery cells k-1 Measurement
Voltage in battery stack k-1 Measurement
Power to/from grid k-1 Measurement
Maximum allowed grid demand k,....k+63  Optimization set point prediction
Building’s electrical load K,...,k+63 Disturbance prediction
PV electricity generation K,...,k+63 Disturbance prediction
Electricity price K,...,k+63 Disturbance prediction
Ratio of building load to Kk Kk+63 Synthetic (measurement and

disturbance prediction)
Synthetic (measurement and
optimization set point prediction)

maximum allowed grid demand

Ratio of PV generation to building load  k,...,k+63

Hour of day k Synthetic
Day of week k Synthetic
Month of year k Synthetic

2.4. Imitation learning process

In approximate MPC applications, the optimization is replaced by an approximated model that imitates the so-
called teacher MPC. Machine learning models are the most common approximators in this context. This study
deals with a continuous manipulated variable, namely the charging Pgarch and discharging Pgarach power of
the battery. We simplify the manipulated variable to Pgar. Due to the continuous nature of the variable, the
approximator needs to perform a regression task. The objective of this regression task is to find a regression
function f; : R™ — R that minimizes the squared error between the true manipulated variable Pgar being the
MPC'’s output and the predicted one Pgar « by tuning the parameters 6:

n
mbjn ;(PBAT,I( — PBAT,k)Za k € N, 0 € R (1)

The training data is discretized for each timestep k over the number of relevant samples n.

The regression parameter fitting process is carried out using the open-source Python framework AddMo (Auto-
mated data-driven modeling) [34]. AddMo comprises all relevant steps needed to obtain a well-trained machine
learning model. The steps cover the data tuning including data preprocessing, period selection, and feature
construction. Subsequently, the tool enables automatic feature selection and hyperparameter tuning. The
framework’s basis is the open-source machine learning library scitkit-learn [33] and covers ANNs, GB, Lasso,
RF, and Support Vector Regression as potential model choices. The interested reader is referred to [34] for a
more detailed framework presentation.

This study selects ANNs, GB, and RF as approximators as motivated in section 1.

2.5. Open- and closed-loop evaluation scheme

The evaluation includes both the open- and the closed-loop performance of the MPC- and approximator-based
controllers. The open-loop performance aims at assessing the approximator’s ability to predict the MPC’s

output, i.e., the charging and discharging power of the battery. As the training process is categorized as
supervised machine learning for regression tasks, the coefficient of determination R? and the mean absolute
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error MAE are selected as key performance indicators. Specifically, for each timestep k, the true and predicted
output are compared and the respective error metrics are determined. As a simplified initial comparison,
these statistical metrics are also computed for the closed-loop operation even though the focus should lie on
system- and control-specific metrics and should, thus, be oriented towards the MPC’s objectives. For the
MPC, the economic evaluation is based on the PV-battery system’s annuity. The annuity Cann Simultaneously
considers the investment costs (CAPEX, Ccapex) as well as the operating costs (OPEX, Copex)- In the context
of this study, the following calculation scheme is applied, which is based on the German pricing and regulatory
system:

Cann = far Coapex + COPEX,energy + COPEX,power )
Ccapex = Co,pv Ppvpeak + Co,BAT EBAT cap (3)

2
Copex energy = Egrid,load (Ck EEX + CTax + CEEG) + Egrid BAT(Ck,EEX + Crax + 0.6CEEGRAT)
+ 0.4(Epvjoad + EBAT l0ad) CEEG + CNetwork(Egrid,load + Egria,BAT) — EBAT,grid Ck,EEX — EPV,grid CPV feedin

COPEX,power = peakCPeak (5)

The associated costs of Equation 2 to Equation 5 are listed in Table 2. In the context of this paper, we define
costs as positive quantities. In Equation 2, Ccapex includes the specific investment costs of the battery ¢, gar,
the PV power plant ¢, py, including the required DC-DC and DC-AC inverters, respectively (see Equation 3 and
Table 2). The battery’s investment costs depend on its expected lifetime that is affected by aging. Calendrical
and cyclical aging is considered in the simulation model. More specifically, keeping the battery on high SOCs or
triggering many cycles leads to a degradation of its capacity and performance. For more details, the interested
reader is referred to [27]. The CAPEX are multiplied with the annuity factor far that depends on the interest
rate i and the observation period T. We assume that all components except for the battery have a lifetime
of T. If the battery’s lifetime is shorter than the observation period, we consider a price degression d. The
operation-related costs are further divided into energy demand- Copex energy @and power-related operating costs
Copex power (s€€ Equation 2). For Copex energy, the energy flows of the PV-battery system, the building, and the
grid must be distinguished since different pricing schemes apply. Equation 4 denotes energy flows from source
to sink. For example, Egriqg,0ad is the building’s consumed electrical energy covered by the grid. In addition to
taxes crax and network charges cnewwork, the German pricing scheme includes a charge to support renewable
energy sources Cegg, Whose quantity depends on the energy source. Therefore, Equation 4 differentiates
between flows of the PV power plant, the grid, and the battery. Furthermore, the operation-related costs
depend on the EEX market prices of each timestep k. The EEX prices also serve as source of revenue if
electrical power is fed back into the grid. As an additional revenue, fed-in electricity from the PV power plant is
rewarded with the feed-in price Cpyjeedin-

Apart from the purely economic evaluation, this study also focuses on the system’s peak load Ppeak - The
system’s peak load is taken as an additional metric because the teacher MPC’s aims to determine the system’s
optimal maximum peak load and control the battery’s power accordingly. The associated costs are calculated
based on a peak power price Cpeak (S€€ Equation 5).

Table 2: Assumptions of economic boundary conditions.

Mathematical

Type description Quantity
Initial invest in battery
including DC-DC inverter CoaT 725€/kWh
Initial invest in PV power plant
including DC-AC inFi/erterp Copv 1170 €/kWp
Lifetime of battery Tear Simulated
Observation period T 20a
Relative price degression d 6%/a
Interest rate i 1.3%
Real-time pricing Ck EEX EEX 2019
PV feed-in pricing CpVfeedin 6.62ct /kKWh
Tax-related charges Crax 3.17 ct /kWh
Network charges CNetwork 1.65ct /kWh
Peak power charges CPeak 53.53€/kW
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3. Results

The following section presents both the open- and the closed-loop results. The open-loop results stem from
comparing the approximator’s and the MILP’s output regarding the battery’s charging and discharging power.
Consequently, the control loop is not closed. In contrast, the second part of this section focuses on closed-loop
simulation results, for which the approximators are used to control the PV-battery system.

3.1. Open-loop performance

The open-loop analysis compares the predicted output Pgar with the true MPC output Pgar based on a time
series comparison. Open-loop training serves as an indicator of how well the machine learning models imitate
the controller’s output. However, since there is no interaction with the system, we cannot conclude on the
closed-loop performance. Figure 4 illustrates the coefficient of determination R? as well as the mean absolute
error MAE for the testing period for both open- and closed-loop operation. For this section, we concentrate
on the open-loop results, i.e., the red bars and line graphs. The models are trained based on six months of
training data and tested on six months of unseen data. The first half of the year serves as training data, while
the second half serves as a testing period. The overall open-loop accuracy is high for all three models. GB
results yields the highest R? of 0.83 and the lowest MAE, while ANN results in the lowest R?. The ANN and
RF yield a similar performance when taking the MAE as a basis. However, the ANN’s R? is slightly lower than
the RF’s one. Consequently, the GB is favorable from an open-loop performance perspective. Nonetheless,
the variations in performance are slight.
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Figure 4: Time-series-based open- and closed-loop prediction results for 6 months training and testing.

3.2. Closed-loop performance

In addition to the open-loop performance not considering any interaction with the simulation model, this section
investigates the closed-loop performance. Atfirst, we focus on a purely time-series-based comparison between
the open- and closed-loop performance. For this evaluation, Figure 4 also shows the statistical metrics for the
closed-loop operation in addition to the open-loop comparison. The data is based on a closed-loop simulation
of 6 months, from January to the end of June. The metrics derive from comparing the controllers’ outputs,
i.e., the battery’s set charging and discharging power. The results indicate a different picture compared to the
open-loop performance. The ANN clearly outperforms the tree-based models with an R? of 0.48 compared to
0.34 for GB and 0.31 for the RF, respectively. The same trend applies to the MAE. Based on this, we cannot
see any correlation between the open- and the closed-loop performance of the approximators. However, the
comparison above is based on time series only and does not consider any MPC performance metrics.

For this reason, we analyze the actual closed-loop performance taking MPC relevant objectives into considera-
tion (see subsection 2.5.). The bar chart on the left of Figure 5 illustrates the resulting annuity of the PV-battery
system for the MILP and the approximators, i.e., the ANN-, GB-, and RF-based controller. We like to highlight
at this point that the annuities are negative because we mainly consider costs and the rewards through elec-
tricity feed-in are small for our use case. The resulting annuity ranges between —425 k€ for the GB-controlled
and —440 k<€ for the ANN-controlled system. Among the approximators, the GB performs best, followed by the
RF. The ANN results in the lowest annuity. The GB-controlled system even outperforms the MILP regarding
the annuity.

Figure 6 further illustrates the resulting operation for an exemplary week in June. The top plot shows the

manipulated variables, namely, the battery’s set power for the MILP- and approximator-controlled system. In
the middle, the resulting grid load is depicted. As a reference, the optimized peak load is marked, too. A
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Figure 5: Closed-loop simulation results: The figure illustrates the holistic annuity of the PV-battery system
without backup controllers (left) and the comparison of the resulting electrical peak load and demand-related
operating costs with (+RBC) and without backup controllers (right).

positive battery power denotes battery charging, while a negative one signifies discharging. Furthermore,
positive grid loads denote an energy flow from the grid to the system and vice versa. The bottom part of
Figure 6 shows the variable electricity tariff. We observe that the approximators sufficiently imitate the teacher
MPC’s output. However, the resulting grid load shown in the middle part highlights that some approximators
exceed the optimized grid limit. The tendency to overshoot the grid limit applies the most for the ANN-based
controller. On the illustrated Saturday afternoon, the ANN lets the battery charge due to low electricity prices.
This trend is partially observed for the residual controllers but to a smaller extent. The high charging power
results in a grid load exceeding the optimized peak load. This behavior is also present on Thursday and Friday
afternoon. Again, the ANN triggers a charging period due to low electricity prices even though the teacher
MPC’s output is OkW. Here, we detect the approximator’s correlation between the in- and output without
considering the constraints set within the MILP.

Figure 6 highlights the need for an additional backup controller that reinforces the optimized peak. To sup-
port the approximators in reducing the peak power, an additional rule-based backup controller is considered.
The controller is non-predictive, meaning it relies on present or past measurements of the system. Based on
the current grid load and the approximator’s output, the rule-based controller limits the battery’s set charg-
ing or discharging power. The result is depicted on the right-hand side of Figure 5. Here, we illustrate the
realized electrical peak load and the energy-related OPEX for two sets of an approximator-controlled, the
MILP-controlled system, and a benchmark model. The two sets of approximators consider the machine learn-
ing models with and without additional rule-based backup controllers (“X+RBC”). The MILP, i.e., the MPC, runs
a pre-optimization for a whole year to determine the optimal peak load. This peak load is 803 kW for the given
scenario and a constraint for the MILP. Hence, the MILP does not surpass the optimal peak, so the maximum
peak for the 6-months simulation is 803 kW, too. In addition, the MPC also yields the lowest energy-related
operating costs Copex energy Of @approximately 174 k€. Apart from that, we determine a benchmark model that
does not include a battery. We solely include the benchmark model in the right-hand side plot of Figure 5 be-
cause the benchmark does not involve an investment in the PV-battery system. Consequently, a comparison
based on the annuity is not expedient. The benchmark control does not shift any load and consequently solely
depends on the variable electricity price. It yields a peak load of 955 kW and operating costs of 176 k€. Thus,
the MPC achieves a peak load reduction of 16 % and a decrease in energy-related operating costs of 1 %.
In general, the energy-related operating costs do not vary significantly among the controllers. However, it is
noteworthy that high peak loads lead to higher power-related OPEX Copex power- COmbining both energy- and
power-related OPEX, the MPC results in OPEX savings of 5 %.

In contrast, we observe a great difference in the peak loads. Without integrating a rule-based controller, only
the GB- and the RF-based approximators realize a smaller peak load than the benchmark model of 938 kW and
905 kW, respectively. For the RF, the integration of a backup controller has only a negligible effect on the peak
load of 0.3kW. For the GB and the ANN, the effect is more significant. While the peak load is reduced from
938 kW to 889 kW in the case of GB, it decreases from 1003 kW to 900 kW for the ANN. The ANN’s tendency to
overshoot the peak load is also apparent in Figure 6. Nonetheless, when considering the rule-based controller,
the annuities decline by 2 % for the ANN, increase by 0.5 % for GB and by 0.5 % for the RF.
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Figure 6: Closed-loop simulation results for the first week in June. The top plot shows the manipulated
variables, i.e., the set battery power. In the center, the resulting grid load is depicted. Here, we also mark the
optimized peak load as a reference. The bottom plot presents the EEX electricity tariff. The approximators
control the system without the rule-based backup controller.

4. Discussion

The results of section 3. highlight that the relation between open- and closed-loop performance is difficult to
assess. While a purely time-series-based comparison as shown in Figure 4 supports the conclusion that there
is no correlation between open- and closed-loop performance, the subsequent analysis of the MPC-related
objectives partially proves the opposite. When considering the annuity, the GB-based controller outperforms
the ANN- and RF-based one (see Figure 5). Yet, the GB’s resulting battery operation significantly differs
from the MILP-based one, which is further supported by the low R? of 0.34 and the high MAE of 101 kW as
illustrated in Figure 4. The ANN realizes the highest conformity with the teacher MPC’s set points, which is
apparent in Figure 6. Nonetheless, it tends to overshoot the optimized electrical peak due to the correlation with
the electricity price. The other machine-learning-based approximators do not adopt this behavior as strongly.
This is also why integrating the rule-based backup controller as shown on the right-hand side of Figure 5 has
the most significant effect on the ANN-based controller’s peak load.

Furthermore, it becomes evident that despite the integration of a rule-based backup controller that reduces
the peak load, the optimized peak load of 803 kW is still surpassed by the approximators (see Figure 5). This
behavior is explained by the rule-based controller's dependence on past measurements. Consequently, if the
building load is higher than the load of the previous timestep, the battery’s charging and discharging power
in addition to the building load might still exceed the set upper limit. This disadvantage could be mitigated if
the rule-based controller was based on building load predictions rather than past measurements. However,
integrating these predictions would further increase the approximators’ complexity. Still, we see great potential
in developing a hybrid approach with a more sophisticated backup controller.

Another aspect is that the GB-based controller seems to slightly outperform its teacher MPC when taking
the annuity as a basis (left plot in Figure 5). However, this behavior is only possible because the GB-based
controller does not consider the MILP’s constraints. A pre-optimization is carried out to obtain the optimal
electricity peak. Subsequently, the MILP-based MPC uses this as an upper boundary and manipulates the
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charging and discharging powers accordingly. Consequently, the GB extrapolates the defined solution space.
Even though the GB-based controller does indeed achieve the lowest annuity, it is still not favorable compared
to the MILP from an operator’s point of view. It exceeds the optimal peak by approximately 100 kW and results in
higher OPEX. Its low annuity mainly derives from low investment costs. The low investment costs are primarily
caused by a longer battery lifetime due to reduced cycling and calendrical aging (see subsection 2.5.). When
solely focusing on the operation, the ANN- and MILP-based controller are favored.

5. Conclusions

In the present study, we developed an approximate model predictive control approach for a PV-battery system
in an office and laboratory building. The study is based on the preceding development of a hierarchical MPC in
[27]. The hierarchy is based on prediction horizons so that different time scales can be considered. In the case
of the PV-battery system, the MPC aims at optimizing the electrical peak load in a first step and incorporate
it in the battery energy management in the second step (see subsection 2.2.). The hierarchical MPC serves
as teacher to generate training data for machine learning models. These machine learning models are the
approximators that replace the optimization problem after successful training. l.e., they function as controllers
instead of the optimization program leading to a speed-up in processing time and lower hard- and software
requirements in practice. Since the scientific literature is still missing a comparison of advanced machine
learning models in the context of approximate MPC, we investigate an artificial neural network as well as the
sophisticated tree-based models Random Forest and Gradient Boosting (see section 1.). In addition to that, we
detect a research gap in in-depth analyses of the open- and closed-loop performance of the approximators. In
the context of this study, the open-loop performance refers to the purely time-series based comparison of the
true, i.e., the MPC output and the predicted, i.e., the approximators’ outputs without any system interaction. The
closed-loop performance is calculated based on the system interaction between the MPC or the approximators
with the target system.

Our results prove that the machine-learning-based approximators all result in relatively high open-loop per-
formances (see Figure 4). While the Gradient Boosting model slightly outperforms the other approximators
open-loop, the same trend is not apparent when comparing the closed-loop performance solely based on the
respectvie time-series. Here, we compare the MPC’s output, i.e., the manipulated variables, with the approx-
imator’s one without evaluating the control-oriented metrics as defined in subsection 2.5.. Here, the Artificial
Neural Network results in the highest accuracy metrics. When taking into consideration the PV-battery system’s
annuity, however, the Gradient Boosting model even surpasses the MPC results. The effect that the approxi-
mator outperforms its original teacher, is explained by the machine learning models’ missing constraints. The
MPC considers the maximum electrical peak as a constraint within the optimization. Hence, the MPC does
not exceed the pre-optimized peak of 803 kW (see right-hand side of Figure 5). Nonetheless, the MPC perfor-
mance is still considered the best when taking into account all relevant operation metrics. This behavior can be
mitigated by an addtional rule-based backup controller that has been implemented in this study (see right-hand
side of Figure 5). The integration of the backup controller results in a decrease in the electrical peak load while
achieving almost the same annuity as the purely approximator-controlled system.

All'in all, all three approximators result in a reliable closed-loop performance. Even though their control output
clearly differs from the MPC’s one, they outperform a benchmark model regarding the peak load. No clear
relation between open- and closed-loop performance is apparent considering that the approximators all perform
best regarding other metrics. Nonetheless, we detect that high open-loop performance supports a robust
closed-loop performance. Finally, we go back to the stated research questions in subsection 1.1. as follows:

1. Advanced tree-based machine learning models like Gradient Boosting and Random Forest can outper-
form Artificial Neural Networks as controllers in an approximate MPC application. In addition, they are
favourable from a comprehensibility point of view as they resemble the conventional “if-condition-then-
action” structure of rule-based controllers.

2. The open-loop performance is an indicator for a good closed-loop performance, however, no generaliz-
able conclusions can be drawn. A purely time-series-based comparison of controller outputs, i.e., the
control trajectory, can be misleading regarding the closed-loop performance.

6. Outlook

The simulative assessment of the PV-battery system is based on a hierarchical MPC with a rolling horizon of
1h. l.e., the control loop is repeated every hour with a timestep of 15 min and a prediction horizon of 16 h. The
approximators, however, learn the in- to output relations based on every timestep, i.e., 15min. This means that
the approximators inheretly learn the model uncertainty of the MPC’s process model for 3 out of 4 timesteps.
Thus, we recommend future work to use a 1-step MPC to mitigate the model uncertainty. We expect the
open-loop performance to increase for this case.
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Apart from that, the overall profitability of the PV-battery system is not existent when taking the annuity into
account. This is caused by the provided regulatory framework from Germany. Future work should focus on
additional sources of revenue such as frequency control reserves. In addition, the interaction with the building
energy system should be more closely investigated and synergy effects between the battery and the HVAC
system identified.
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