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Abstract:

The storage of cryogenic fuels such as liquid hydrogen (LH,) or liquefied natural gas (LNG) poses significant
thermal and mechanical loads to the tanks that store them because of the considerable temperature gradients
produced during filling operation and sloshing. This work presents a numerical investigation of the transient
heat conduction within the walls of an insulated cryogenic tank undergoing sloshing. The unsteady heat con-
duction is analyzed by modeling the sloshing as a spatially distributed and time-varying boundary condition
on the inner side of the tank. The scaling laws of the problem are analyzed by combining the characteristic
time scale of heat conduction with the characteristic time scales of the sloshing. The modulation of sloshing-
induced thermal fluctuations is then analyzed across the wall thickness and in the circumferential direction. The
resulting dimensionless modulation map allows for analyzing the tank’s thermal response for different designs.
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1. Introduction

Cryogenic tanks store liquefied fuels such as liquid hydrogen (LH.) or liquefied natural gas (LNG) at extremely
low temperatures, ranging from 20 to 110 K. Consequently, the walls of these tanks experience significant tem-
perature gradients during all the phases of their operating cycle (e.g., chill-down, filling, pressurization), and
the design and optimization of their thermal response raise many challenges. The tank wall and the insulation
layers should minimize the heat ingress to minimize the boil-off of the cryogenic liquid and, thus, the need
for venting to avoid overpressurizing the tank. Moreover, the tank weight should be minimized in all transport
applications to maximize the payload without compromising its mechanical resistance. The need for these com-
promises has motivated various experimental and numerical investigations on the thermo-mechanical analysis
of these tanks.

Heathman et al. [1] experimentally characterized a cryogenic tank for space applications and measured the
effect of boil-off and different insulation strategies on the wall temperature. Murugan, Starvin, and Dhas[2], the
authors studied the behavior of a hydrogen tank during the chill-down process using thermo-structural finite
elements analysis to estimate the heat transfer and induced deformations. Similarly, Rao and Jagadeesh [3],
and Ko [4] used finite elements to characterize the structural and thermal stress of a hydrogen tank under
high-pressure loads and heating/cryogenic cooling. Craig and Hanna [5] studied the thermal response of a
LH, tank subjected to extreme heating profiles using 1D/2D finite differences models to determine the boil-off
level as a function of the insulation strategy.

Furthermore, the inner tank material in contact with the fluid must be carefully chosen, especially for hydrogen
storage, as its molecules are likely to penetrate through the solid [6] and embrittle the materials [7, 8]. This
has promoted using metallic materials such as stainless steel, aluminum alloys, and nickel alloys, combined
with multilayer and vacuum insulation [9]. The latter consists of alternating layers of reflective and insulating
materials to minimize radiation and conduction heat transfer. For hydrogen tanks, an aluminum alloy inner layer
offers a slow permeation rate and is less subject to embrittlement [10]. Such an approach was also shown to
minimize boil-off due to “hot spots” by spreading the localized heat leaks through the metal’s high conductivity
[11]. In the aforementioned studies, the effect of sloshing has not been considered by focusing either on static
storage or a perfectly mixed tank. However, an appreciable temperature difference (up to 15 K, [12, 13]) can
be produced between the liquid and the ullage gas. Sloshing can thus induce additional time-varying thermal
loads on the tank’s wall [14]. This is especially critical in metallic alloys, which are known to suffer from crack
propagation and thermal fatigue when undergoing repeated thermal cycles [15].
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This work investigates the thermal response of a horizontal cylindrical tank undergoing lateral sloshing. We
consider a simplified model in 2D, leveraging the large aspect ratios in most common tank designs and al-
lowing for fast numerical integration of the heat conduction problem. The thermal response is analyzed in a
dimensionless form to link the modulation of temperature fluctuations to the dimensionless numbers scaling
the problem.

The rest of the article is structured as follows. Section 2. introduces the problem set, with its simplifying
assumptions and the numerical methods and investigated test cases. Section 3. collects the results regarding
thermal propagation across the wall’s thickness and along the circumferential direction. Finally, section 4.
collects conclusions and perspectives for future work.

2. Problem set

The configuration investigated in this work is illustrated in the schematic of Fig. 1a. We consider a horizontal
cylindrical tank with radius R and thickness ey, insulated with a cylindrical shell of thickness e, and filled with
a liquid up to a level f. The extension of the tank along its axis (i.e. orthogonal to the paper) is large enough to
allow considering the problem in 2D, in the plane (x, y) introduced in the figure.
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(a) Cross view of the cylinder (b) Two-dimensional simplification of the tank wall geometry

Figure 1: Schematic views of the tank geometry and 2D domain considered in this work.

Assuming that the tank’s thickness is much smaller than its circumference (i.e. e1,e> <« 27R), we replace
the curvilinear coordinates with Cartesian ones and construct a 2D domain by unwrapping the cylinder and
the shell (see Fig. 1b). We treat the heat conduction problem in the cylinder and the insulation shell with two
distinct domains, herein distinguished with subscripts 1 and 2.

On the inner side of the wall, in contact with the liquid and ullage gas, we define the fluid temperature as
Te(y1, 1) = Tic(ys, t) + Tg(1 — c(y1, 1)), where T, and T4 are the (constant) temperatures on the liquid and the
ullage gas respectively and c(ys, t) € [0, 1] is a color function equal to 1 where the solid is contact with the liquid
and 0 when it is contact with the gas. The temperature difference AT = Ty — T, is encountered in cryogenic
tanks because of heat leaks and/or pressurization as well as evaporation and the natural tendency of the liquid
to be subcooled with respect to the interface [12, 13]. By keeping the temperature of the fluids constant in time,
we assume no thermal mixing and no mass exchange (evaporation/condensation) between the two phases, at
least within the sloshing time scale of interest.

The 2D heat conduction problem and the boundary conditions considered in this work for the two domains
Qi =x1€[0,e1] x y1 €[-mR,7R]and Q = x> € [0, e2] x y» € [-7R, wR] are

OTi(x,y1, 1) =oq(05 1+ 05 Th)
Tyt =Ty, K0 yort) = 02(0, Te+ O, Te)
or o T2(0, y2, 1) =Ti(e1, y1,1) 1)
k10 T1(0,y1,8) = (T (0, y1,0) — T(yr, 1) w20y To(€2, Y2,1) - = ha(To(e2,2.1) = T)
Ti(er, y1, 1) = T2(0, y2, 1) T, =R, 1) = Tole, 7R, 1)
Tiq, —mR,t) = Ti(xs, 7R, 1)
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where a1, ap are the heat diffusivities, and «+, k2 are the thermal conductivities for the two materials. On the
inner condition problem, we consider two scenarios for the boundary conditions on the surface in contact with
the fluid: (1) a Dirichlet boundary condition or (2) a Robin boundary condition with heat transfer coefficient
h¢. The assumption of Dirichlet conditions on the inner wall is purely demonstrative and rather unphysical.
Considering the large differences in the thermal effusivities of the fluid (whether liquid or gas) and the solid,
the surface temperature at the contact between the two is expected to be much closer to the latter than the
former. However, from the thermal loading point of view, the two investigated problems can be seen as the two
extremes between the actual loads are expected.

The two solid domains communicate with a Dirichlet boundary condition at x; = e1, X2 = 0 while a Robin
boundary condition is considered on the external surface of the insulation, with heat transfer coefficient h,.
Periodic boundary conditions are introduced in y = —wR and y = =R for both domains, as both locations are
at the top of the cylinder.

To model the occurrence of a sloshing event, we treat the color function with an imposed variation in space
and time (see Fig. 1b). This is a square wave with half-width ~;, oscillating with an amplitude A and an angular
frequency w. Focusing on lateral sloshing, the oscillation frequency is taken as the one corresponding to the
first sloshing mode in potential flow theory [16]. This is usually the first to be triggered and most prominently
present in the sloshing response. According to Lamb[17] for an horizontal tank this is w = 1/1.37g/(R — 1),
with g the gravitational acceleration. Concerning the sloshing amplitude A; and width ~,, computed from
the filling level. Throughout the modeling of the sloshing, we focus on planar waves [16]. Furthermore, the
temperature of the fluids is kept constant, thus assuming no thermal mixing between the two phases. Finally,
evaporation due to heat ingress or condensation due to thermal mixing are not considered.

2.1. Scaling and dimensionless formulation
To scale the problem, we consider the dimensionless coordinates %X; = x;/e; and y; = y;/27R, with j = 1,2,

the dimensionless temperatures 0; = (T; — T))/(Tg — T;), and the dimensionless time i = wt/27. The resulting
dimensionless problem in {0y := xy € [0,1] x j1 € [-1/2,1/2] and Qs := % € [0, 1] x J» € [-1/2, 1/2] becomes:

001 (%1, 31, 1) = Fo1(95 61 + €305, 61)
00,0, =1-clin D) Orbo(Se 2. 1) = Foa(0F, 02 + 505, o)
or o 02(0, o, 1) T 01(1, 51, 1) A @)
95,01(0, 91, 1) = Nug(61(0, 71, 1) — 1+ c(j1, 1) O5,02(1, 72, 1) = Nua(02(1, 72, ) — 0a)
O gD = 0s(0, o, 1) Oa(fo, —1/2,1) = 02(%e,1/2,1)
01(%,—1/2,1) =01(%,1/2,1)

where Fo; = 27raj/(ej2w) are the Fourier numbers in the two domains, Nur = hrey/k1 and Nu, = haex/ko are
the Nusselt numbers in the inner and outer surfaces, and ¢; = e;/27 R are the thickness to circumference ratio
of the two domains.

The Nusselt number on the outer surface was computed using a classic correlation of natural convection over
on horizontal cylinder [18]:

3)

2
0.387Ra}/®
Nula = (0'6 * [+ (0.559) Pr)9/T6pe/27

where Ra, = gBa(Ta— Ta(€2)(Do)®)/(v2) Pry is the Rayleigh number based on the outer diameter D, = 2R+ e +
2e, as a reference length, the external wall temperature Tx(e2). This is computed during the simulation and the
air properties at ambient temperature while the air's Prandtl number at ambient temperature Pr;, is constant.
The Nusselt number on the inner surface is computed using two correlations depending on the inner Richard-
son number :

_ Gri _ gB(Ta— Ti(0))(R)®)
" Re2 A‘,‘w2

Ri (4)

where the Reynolds number was defined as in [19] and the properties gr and v¢ and Pry are computed using the
color function c(ys, t) for weight-averaging liquid and gas properties. Natural convection is considered Ri > 10,
while forced convection is assumed if Riy < 0.1 [20]. A mixed regime appears between these two boundaries.
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Therefore, depending on Ris the Nusselt number on the inner surface is

Nur = Nug r = 0.680Re'/2Pr'/3 if Ri < 0.1
Nuy = Nug y = 0.605Ra;’® if Ri > 10 (5)
Nu,::(Nu?YF+Nu?!N)1/3 if Ri €[0.1,10]
All fluid properties used in the above correlations were computed from the library CoolProp [21] using air for the
ambient side and liquid/gaseous hydrogen or methane for the fluid side. Typical values for the thermophysical

properties of the materials considered in this work are summarized in Table 1 while the usual ranges for the
Nusselt numbers are given in Table 2.

Table 1: Properties and typical thickness of the materials considered in the composition of the walls.

Material K [W/M/K] o [mm?/s] e [mm]

Al 6061 (domain 1) [22] 162 65.4 1-20

SST 316 (domain 1) [22] 16.3 41 1-20
Polyurethane foam (domain 2) [23] 0.05 2.2 10-200
High Density Polyethylene (domain 2) [24] 0.04 0.02 10-200

Table 2: Typical Nusselt number range

Fluid Gas phase Liquid phase
Air 70-140 -
Hydrogen 100-2500  6000-10000
Oxygen 100-1200 6800 - 7300
Methane 100-800 3800 - 4300

2.2. Numerics and selected test cases

The problems in (2) were solved using the method of lines. This approach consists of discretizing the equation’s
spatial derivatives and transforming the resulting expressions into a system of ordinary differential equations
(ODEs) in time. The spatial derivatives were computed using second-order finite difference while the time
integration was carried out using the LSODA solver [25] from the ODEINT package in SciPy [26]. Prior to
introducing the sloshing perturbation, the thermal field is initialized with the steady solution at rest, i.e., without
fluid motion.

We consider two aspects of the tank’s thermal response. First, we focus on the thermal response across the
wall thickness. To this end, we reduce the problem to a 1D domain by setting 1,2 — 0 in (2) and study the
dimensionless temperature evolution at the height of the interface at rest, that is j5 = ;). For the half-filled
tanks considered in this work, this is 4 = 1/4 (or j4 = —1/4). In this location, the oscillation of the color function
in the dimensionless domain c(v,/(27R), t) produces a square wave of unitary amplitude, unitary period and
50% duty cycle (see Fig. 2). Second, we focus on the circumferential propagation of heat by analyzing the full
2D problem. Considering a half-filled tank, the interface is centered at y; = +1/4 and oscillates harmonically
in time with unitary period and dimensionless amplitude A;. An example of the corresponding spatiotemporal
evolution for an amplitude A; = 0.2 is shown in Fig. 2.

Table 3: Test matrix summarizing the main parameters for the 1D and 2D simulations presented in this work.

Case | Model 0, £1 £ Fo, Fo» Fluid BC No. layers
1 1D 28.8 0 0 [7e-5, 300] - Dirichlet 1
2 1D 28.8 0 0 [7e-5, 300] - Robin 1
3 1D 28.8 0 0 [1e-3,80] [1e-5, 30] Robin 2
4 2D 28.8 1e-3 7e-3 5e-2 6 Robin 2
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Figure 2: (a) Dimensionless temperature evolution at j; = v, in the 1D problem and (b) spatiotemporal evolution
of the color function used to simulate sloshing c(y, t) in the 2D problem. In both cases, the tank is considered
to be half-filled.

The simulations were carried out with n, = 100 grid points across the thickness (X) and n, = 70 points across
the circumferential coordinate () for a total of 10 oscillation periods. A grid dependence study proved that this
discretization was sufficient for our needs. Four test cases are considered, and their settings are reported in
Table 3. Case 1 considers a 1D problem with a single layer, with Fourier numbers ranging from 7 x 105 to 300.
To give an order of magnitude, a representative Al6061 tank from [27], with R = 0.5 m and e; = 5 mm (see
Table 1), shielded by a shell of e, = 3 cm thick Polyurethan foam leads to Fo; ~ 6 and Fo, ~ 5x 10~3. Dirichlet
boundary conditions are considered in Case 1, with a dimensionless ambient temperature of 6, = 28.8. This
represents a test case with T = 20K, T, = 293K, and AT = T, — T) = 10 K. Case 2 is identical to Case 1 but
considers Robin boundary conditions in the inner wall. Case 3 considers a multi-layer problem, maintaining
the 1D formulation, while Case 4 considers the multi-layer problem using a 2D formulation.

To quantify the dimensionless thermal response of the tank wall to the sloshing-induced thermal excitation, we
define the dimensionless thermal modulation as

H(X, y) = max(0(%, y)) — min(6(%, 7). (6)

This is only a function of X in the 1D problem (having fixed y = +1/4). Moreover, we define the thermal
penetration depth as the distance from %; = 0, or % = 0, along the wall thickness, within which # > 0.1, hence
H(k =d)=0.1.

3. Results and discussion

The results for the one-dimensional simulations (Cases 1,2,3 in Table 1) are presented in section 3.1. while
the results for the two-dimensional simulations (Cases 4 in Table 1) are presented in section 3.2..

3.1. One-dimensional model
3.1.1. Single layered tank wall response to sloshing excitation

Focusing on the single-layered wall (Cases 1 and 2 in Table 1), Fig. 3a and 3b show the distribution of % across
the tank’s thickness X with the Dirichlet and Robin boundary conditions on the inner wall, respectively, for a
broad range of Fourier numbers. Since only one layer is considered, no subscripts are used in the legends.
The colored area in both figures defines the region % < 0.1, indicating where the sloshing-induced thermal
oscillations are considered negligible.

These figures show that the penetration depth d remains identical with both boundary approaches. Further-
more, in both cases, for Fo > 3 x 10~", the sloshing perturbation causes the thermal oscillations to propagate
through the entire thickness, producing #H(1) ~ 1. Then, as Fo — 0, the thermal fluctuations are increasingly
damped, pushing the penetration depth to zero (i.e., d — 0). In such a case, the time scale of the sloshing
excitation is negligible compared to the time scale of diffusion. In fact, as Fo < 1072, the perturbations are
significantly damped in the close vicinity of the wall.

The key difference between Cases 1 and 2 is the value of the thermal modulation in the vicinity of the inner
wall (i.e., #(0)). While the Dirichlet condition imposes the perturbation to be bounded between 0 and 1, the
convective boundary condition can amplify it beyond these bounds. This means that the inner wall becomes
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Figure 3: One-dimensional transfer function along non-dimensional wall thickness for different Fo numbers. (a)
Dirichlet boundary condition on the fluid side and (b) Robin boundary condition on the fluid side.

warmer than the gas. One can show that the steady state solution of the 1D heat equation (2) with Robin
boundary conditions on both ends leads to the following inner wall temperature:

0(0) =

(NugNuz — Nur) (1 — ¢(y)) + Nuaby 7)
NusNus + Nuy — Nuy ’

Therefore, provided that 8, > 1, the inner temperature is always warmer than the fluid at equilibrium, i.e.
6(0) > 1 — ¢(v,) with &(;) = 0 for the gas and 1 for the liquid. From Equation (7), it is clear that temperature
overshoot increases as Nuy decreases. Thus, since the Nusselt number of the gas is one order of magnitude
lower than the liquid’'s (see Table 2), the temperature overshoot in the regions in contact with the gas is larger
than in the liquid phase. Consequently, as shown in Fig. 3b, the thermal modulation reaches values greater
than unity for Fo > 3 x 10~ ".

This phenomenon is more evident in Fig. 4, which shows the dimensionless evolution of temperature in time
at X1 = 0,0.5, 1 with Dirichlet (a) and Robin (b) boundary conditions for Fo = 3.9. This case is representative
of an aluminum layer within the typical thickness in Table 1. The Robin boundary condition introduces a delay
in the transfer of the perturbation to the inner side of the wall, as depicted by the solid line in Fig. 4b. This
delay further attenuates the perturbation when the time scale of the excitation is much smaller than the one of
diffusion, i.e. Fo << 1, compared to the Dirichlet approach. This effect can be visualized for Fo = 10~2 and
Fo =2 x 10~2 on Fig. 3.
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Figure 4: Evolution of the temperature with dimensionless time at different depths of the single-layered wall,
Fo = 3.9. (a) Dirichlet boundary condition on the fluid side and (b) Robin boundary condition on the fluid side.

While the Dirichlet simplification provides a good estimate of the penetration depth and allows for identifying
the critical Fourier number above which the perturbation reaches the ambient side as Fo = 3 x 10", it fails
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at representing the amplification/attenuation phenomena. Indeed, as this approach forces the inner side of
the wall to be at the fluid temperature, the wall overheating due to external heat flux cannot be considered.
In addition, the delay introduced by the thermal inertia is under-predicted. In the following, we focus on the
convective boundary condition on the fluid side.

3.1.2. Multi-layered tank wall response to sloshing excitation

As cryogenic tanks are usually made of multi-layered materials, we investigate the influence of the different
layer compositions and thicknesses for the dual-layered tank (Case 3 in Table 3). To represent the state-of-
art tank layout, a conductive material is placed on the fluid side while an insulating material is placed on the
ambient side. Thus, we study the thermal response of the two layers as a function of their respective Fourier
numbers for the ranges indicated in Table 3. Figure 5 shows contour maps of the penetration depth within the
two layers as a function of the Fourier number combination. Similarly, Fig. 7 represents the maximum value
of thermal modulation encountered in each layer, i.e. #1(0) and #H2(0). In these figures, the circle and cross
points locate existing hydrogen tanks of respective dimensions R ~ 0.5 meters [27] and R ~ 1.5m [28]. The
dimensionless temperature evolution of the circle point is depicted in Fig. 6.
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Figure 5: Contour plot of dimensionless penetration depths of a dual-layered cryogenic tank wall as a function
of the layer Fo numbers. (a) Penetration depth on the fluid side material and (b) penetration depth on the
ambient side material

Figure 5a shows the penetration depth in the first layer (material 1 in Figure 1), computed as in the previous
condition, while Figure 5b shows the same quantity in the second layer (material 2 in Figure 1). The thermal
fluctuation reaches the second layer by traveling the first layer only if Fo; > 3 x 10~'. When this occurs, the
fluctuation can travel through the second layer if Fo, > 10~ (note that one has d» > 1/3 for Fo, > 10~ 5b).

Figures 6 shows the dimensionless temperature fluctuation at %y = 0,0.5, 1 for the multilayer condition in the
case of Fo; = 3.9, Fo, = 1075 (configuration labelled with a circle in figures 5). In this condition, the oscillation
period is large enough to let the wall reach equilibrium before the solid comes into contact with a different

12

6 — min(0)

Figure 6: Evolution of the temperature with dimensionless time at different depths of the fluid side material for
a dual-layered wall, Fo; = 3.9, Fo, = 105 (circle marker in Figure 5).
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phase. Figures 7a and 7b show the maximum value of the dimensionless modulation # in both materials for
the same range of Fourier numbers considered in the previous figures. These figures show that the penetration
length for the inner material is almost independent of the outer one, but the amplification in the inner (more
conductive) material is influenced by the Fourier number of the outer (insulation) layer. The amplification of the
thermal oscillation is reduced as Fo, — 0. As Fo, tends to 0, the ambient side material mitigates the external
heat ingress, thus tempering the overheating of the inner side with respect to the ullage gas. It is interesting
to note that the insulation layer always receives an attenuated perturbation, as depicted in Fig. 7b, except for
extreme Fourier number values, i.e. Fo;» > 10.
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Figure 7: Contour plot of dimensionless thermal modulation of a dual-layered cryogenic tank wall as a function
of the layer Fo numbers, (a) maximum value in fluid side material, and (b) maximum value in the ambient side
material

3.2. Two-dimensional model

We conclude this investigation with the two-dimensional response of the wall to sloshing with varying dimen-
sionless excitation amplitudes A;. We focus on the configuration with Fo; = 3.9, Fo, = 105 (circle marker in
Fig. 5) because similar results were found for the one with Fo; = 3.9, Fo, = 10~5 (cross marker in Fig. 5).

The resulting thermal modulation maps in 2D are depicted in Fig. 8a. The boundary between the two materials
is represented by a horizontal solid line, while vertical dashed lines delimit the region spanned by the oscillation
of the temperature distribution (color function). The results of the 2D approach align with the maps 7 and 5.
Indeed, while the perturbation enters the insulation layer with a thermal modulation H, ~ 0.4, it is quickly
damped so that d» ~ 0. Regardless of the oscillation amplitude, and despite the large diffusivity of the inner
layer, we observe that the response of the wall remains extremely localized to the region covered by the
sloshing. In other words, at the scale of the sloshing, heat conduction in the circumferential direction can be

neglected.
1 .
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Figure 8: 2D contour plot of transfer function value of a dual-layered cryogenic tank wall subjected to sloshing
excitation of different non-dimensional amplitudes.
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4. Conclusions

This study analyzed the transient heat conduction with cryogenic sloshing perturbation within a multi-layered
tank, considering both one and two-dimensional cases. A dimensionless analysis was performed to identify
the scaling parameters on the thermal behavior of the tank.

The study identified a threshold on the Fourier number for inner layer material, namely Fo; ~ 3 x 10—, above
which the thermal excitation is amplified and crosses the entire layer thickness. This amplification is attributed
to the inner wall overheating due to heat ingress from the outside. It can be minimized by increasing the
insulation, i.e. decreasing the Fourier number of the ambient side material Fo.. This finding suggests that
careful consideration must be given to the thermal properties of the tank walls and the operating conditions to
minimize the effects of sloshing on the thermal cycling of the inner tank shell.

Furthermore, the study revealed that the perturbation caused by sloshing remains localized in the excitation
region and barely spreads along the circumference of the inner shell. This means that the time scale of the
sloshing is usually much shorter than the time scale for the heat conduction in the circumferential direction for
most material combinations considered in this work.

Overall, the single and multi-layered tank walls’ dimensionless analysis has provided an understanding of
the thermal behavior of cryogenic storage tanks subjected to sloshing. In particular, thermal modulation and
penetration depth maps are valuable tools for designers. The maps can be used to determine the tank’s
response to such perturbation excitation as a function of the Fourier number of each layer and can help optimize
the design of the tank walls by minimizing the effects of sloshing on the temperature distribution within the tank.
The findings of this study can be used to improve the design and operation of cryogenic storage systems, to
enhance their safety and efficiency. Further research will be focused on extending this work to a complete
thermodynamic model accounting for fluid phase and temperature changes.
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Nomenclature
Letter symbols
A sloshing amplitude, m
C interface location at rest, m
cp specific heat capacity, J/(kgK)
d  dimensionless penetration depth
f liquid fill height, m
Fo Fourier number
g gravitational acceleration, m/s?
Gr  Grashof number
h  heat transfer coefficient, W/(m?K)
H  thermal modulation
Nu  Nusselt number
e tank wall thickness, m
Pr  Prandtl number
R tank radius, m
Ra Rayleigh number
Re Reynolds number

Ri  Richardson number
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T  temperature, K

U  fluid velocity, m/s
Greek symbols

a  thermal diffusivity, m?/s

8 volumetric thermal expansion, K~
e tank aspect ratio

p  density, kg/m?

v kinematic viscosity, m?/s

% thermal conductivity, W/(mK)

0  dimensionless temperature

w  sloshing frequency, rad/s

Subscripts and superscripts

f fluid
g gas
/ liquid

i interface

a ambient
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